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Zusammenfassung

In der vorliegenden Arbeit wird eine Methode vorgestellt, mit der biokompa-
tible Nanopartikel aus Polymilchsäure (poly(L-lactic acid), PLLA) mit Ladungs-
oder Fluoreszenzfunktionalisierung versehen werden können. Hierfür wurde eine
Miniemulsions-Lösungsmittelverdampfungstechnik angewandt, bei der neben vor-
polymerisiertem PLLA auch ein zuvor synthetisiertes Copolymer aus Methacryl-
säure bzw. einem polymerisierbaren Farbstoff und einem Oligomilchsäure-Makro-
monomer eingesetzt wurde. Alternativ wurden die Copolymerisation gleichzeitig
mit der Miniemulsion und Lösungsmittelverdampfung durchgeführt.
Die erhöhte Stabilität in Salzlösungen der carboxylfunktionaliserten Nanopar-

tikel im Vergleich zu reinen PLLA-Nanopartikeln wurde in einer Lichtstreustudie
gezeigt. Hierbei waren die Eigenschaften der Partikel, die aus dem separat syn-
thetisierten Copolymer hergestellt wurden und jenen, die aus der simultanen
Durchführung des Polymerisations- und Miniemulsions-Verdampfungsschritts her-
vorgingen, nahezu identisch.
Das Hauptaugenmerk bei der Charakterisierung der fluoreszenzmarkierten Na-

nopartikel lag auf einer stabilen Bindung des Fluoreszensfarbstoffs, sodass dieser
auch bei Lagerung oder in längeren Experimenten nicht freigesetzt wird. Im
Fluoreszenzkorrelationsspektroskopie-Experiment wurde gezeigt, dass auch nach
zwei Wochen keine Freisetzung des Farbstoffs in das Lösungsmittel erfolgte.
Neben der biomedizinischen Forschung, für die die oben beschriebenen Nanopar-

tikel optimiert wurden, spielen diese auch in der Beschichtungstechnologie eine
Rolle. Eine Möglichkeit zur Herstellung von Beschichtungen ist die elektrophoretis-
che Abscheidung (EPD, electrophoretic deposition) von Partikeln. Hierbei ist die
Beweglichkeit von Nanopartikeln an Elektrodenoberflächen relevant.
In der vorliegenden Arbeit wurde dieses mittels resonanzverstärkter dynami-

scher Lichtstreuung (REDLS, resonance enhanced dynamic light scattering) un-
tersucht. Hierfür wurde ein Versuchsaufbau entwickelt, bei dem das evaneszente
elektromagnetische Feld eines Oberflächenplasmons das entlang einer Gold-Proben-
Grenzfläche propagiert, als einfallender Strahl für die dynamische Lichtstreuung
genutzt wird. Die Goldschicht dient gleichzeitig als Elektrode. Aufgrund der limi-
tierten Eindringtiefe des evaneszenten Feldes in die Probenschicht von ca. 200 nm
konnten Erkenntnisse über die spannungs- und frequenzabhängige Beweglichkeit
der Nanopartikel dicht an der Elektrode erhalten werden. Zudem ermöglicht der
Aufbau die gleichzeitige Messung bei vier verschiedenen Streuwinkeln was die Un-
tersuchung von Proben, die zeitlichen Veränderungen unterliegen, erlaubt. Die
Ergebnisse wurden in Zusammenhang mit den vorgeschlagenen Mechanismen zur
EPD diskutiert.
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Abstract

In this work, a method for the functionalization of biocompatible, poly(lactic
acid)-based nanoparticles with charged moieties or fluorescent labels is presented.
Therefore, a miniemulsion solvent evaporation procedure is used in which prepoly-
merized poly(L-lactic acid) is used together with a previously synthesized copoly-
mer of methacrylic acid or a polymerizable dye, respectively, and an oligo(lactic
acid) macromonomer. Alternatively, the copolymerization has been carried out
in one step with the miniemulsion solvent evaporation. The increased stability in
salty solutions of the carboxyl-modified nanoparticles compared to nanoparticles
consisting of poly(lactic acid) only has been shown in light scattering experiments.
The properties of the nanoparticles that were prepared with the separately syn-
thesized copolymer were almost identical to those in which the copolymerization
and particle fabrication were carried out simultaneously.
During the characterization of the fluorescently labeled nanoparticles, the fo-

cus was on the stable bonding between the fluorescent dye and the rest of the
polymer chain to ensure that none of it is released from the particles, even after
longer storage time or during lengthy experiments. In a fluorescence correlation
spectroscopy experiment, it could be shown that even after two weeks, no dye
has been released into the solvent.
Besides biomedical research for which the above described, functionalized na-

noparticles were optimized, nanoparticles also play a role in coating technology.
One possibility to fabricate coatings is the electrophoretic deposition of particles.
In this process, the mobility of nanoparticles near electrode interfaces plays a
crucial role.
In this thesis, the nanoparticle mobility has been investigated with resonance

enhanced dynamic light scattering (REDLS). A new setup has been developed in
which the evanescent electromagnetic field of a surface plasmon that propagates
along the gold-sample interface has been used as incident beam for the dynamic
light scattering experiment. The gold layer that is necessary for the excitation
of the plasmon doubles as an electrode. Due to the penetration depth of the
surface plasmon into the sample layer that is limited to ca. 200 nm, insights on
the voltage- and frequency dependent mobility of the nanoparticles near the elec-
trode could be gained. Additionally, simultaneous measurements at four different
scattering angles can be carried out with this setup, therefore the investigation
of samples undergoing changes is feasible. The results were discussed in context
with the mechanisms of electrophoretic deposition.
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1. Introduction

Biocompatibility is a key characteristic of poly(lactic acid)-based (PLA-based)

nanoparticles. They are studied by chemists and biologists because of their pos-

sible biomedical applications. One of them, for example, is the encapsulation

oof of superparamagnetic nanoparticles which in turn are used as contrast agents

in magnetic resonance imaging or for the generation of heat in hyperthermia. [1]

PLA nanoparticles are also potential carriers in targeted delivery due to the pos-

sibility of encapsulating drugs into the polymer matrix. [2–4] In this context, the

behavior of nanoparticles near interfaces is of high interest. The movement or

dynamics of charged nanoparticles in dispersion near solid interfaces under the

application of external electric or magnetic fields is of particular importance for

future applications, e.g drug delivery.

The miniemulsion solvent evaporation technique is a popular method for the

preparation of such nanoparticles because it also enables the convenient encap-

sulation of further reagents. [5–7] This method requires the use of surfactants,

sodium dodecylsulfonate (SDS) being a prominent example. The drawback of

SDS and other ionic surfactants with similar good emulsification properties is

their cytotoxicity and therefore inferior biocompatibility. [8] Thus, the surfactant

must be removed prior to research studies involving living specimen. The extent

of this purification is limited by the stabilization effect of the surfactants: Ag-

glomeration of the nanoparticles will be more likely the more of the surfactant is

removed. This problem can be solved by using a biocompatible surfactant [9] or by

modification of the nanoparticles themselves in order to achieve a higher stability.

One option for modification is to aim for a higher surface charge which stabilizes

the nanoparticles even when only low amounts of surfactant are present in the

dispersion. An increased surface charge of nanoparticles also has been shown to

have a positive effect on their uptake by cells. [10–13] In this work, I will demon-

strate a preparation strategy for PLA-based nanoparticles which are stabilized by

additional carboxyl groups that are negatively charged in aqueous environments
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1. Introduction

and introduced to the nanoparticles by using a copolymer of an oligo(lactic acid)

(OLA) derivate and methacrylic acid in a miniemulsion solvent evaporation pro-

cedure. The improved stability of those nanoparticles is verified by investigating

their agglomeration behavior in salt solutions of different concentrations.

Another characteristic of nanoparticles used in biomedical research is their

fluorescent labeling. Fluorescence imaging techniques are popular to examine

the cellular uptake of nanoparticles or their distribution in tissue. The most

convenient way to prepare fluorescently labeled nanoparticles is the encapsulation

of a hydrophobic dye in the particles. The drawback of this method is that the

dye molecules are only physically bound and therefore might be released during

imaging experiments for which observation times of several days are common.

This might result in a misinterpretation of data as the naked dye molecules might

interact differently with the cells than the nanoparticles. A covalent binding of

the dye is therefore preferred. The radical addition of a polymerizable dye from

the boron-dipyrromethene (BODIPY) family to an OLA with a vinyl group will

be presented in this thesis as an alternative to the esterification of a BODIPY

dye. [14] The alkyl bond resulting from the radical addition of the dye has superior

stability to the ester bond, especially under conditions that enable hydrolysis.

The application of nanoparticles is not limited to the examples described above,

they can also be used for the coating of materials. A popular method for the coat-

ing of electrically conductive substrates is electrophoretic deposition. The sub-

strate serves as an electrode at which the charged nanoparticles are deposited.

This way, phononic crystals, [15] gas sensors, [16] and composite coatings for pos-

sible biomedical applications like implants [17] have been fabricated from polymer

nanoparticle dispersions.

The dynamics of particles near the electrode play a crucial role for the success

of the deposition. A variety of experimental and computational works exam-

ines the motion of microparticles near electrodes. The particle dynamics near

an electrode interface are determined by various parameters like the electrolyte

concentration [18] and type, [19] as well as the frequency, [20–23] and amplitude [24]

of the applied voltage. The phase angle between the frequency of the applied al-

ternating voltage and the particle oscillation has also been studied in the past. [21]

Computational works predict the hydrodynamic flow near a colloid at an elec-

trode at which an alternating voltage is applied, [25] the electrophoretic forces

acting on such a particle [26] and their varying distance during the application of

2



an alternating voltage. [27]

There is a lack of studies about the dynamics of nanoparticles near electrodes,

probably due to being inaccessible to optical microscopy on which the studies on

microparticles rely. Dynamic light scattering (DLS) is a convenient technique to

study dynamics of nanosized objects, e.g the diffusional or electrophoretic behav-

ior of nanoparticles. Resonance enhanced dynamic light scattering (REDLS) is a

technique that enables the surface-sensitive measurement of the dynamic proper-

ties of nanoparticles near a noble metal interface. [28] In this thesis, a multi-angle

REDLS setup in which the metal interface along which the surface plasmon prop-

agates doubles as an electrode interface has been build. In contrast to the mi-

croscopic studies on the near-electrode behavior of particles, the characteristics

of a whole particle ensemble instead of single particles can be observed thereby.

The dynamics of nanoparticles under the application of alternating voltages of

different strengths and frequencies have been studied in this thesis.

The thesis is structured as follows: In the second chapter, relevant concepts for

the nanoparticle stabilization and dynamics near interfaces as well as in electric

fields of nanoparticles are introduced. The third and forth chapter explain the

methods used in this thesis. The former one reviews the fundamentals of nanopar-

ticle synthesis and characterization while the latter focuses on the methods used

for the investigation of their dynamics: The physical background, experimental

realization and data analysis of DLS, REDLS, and surface plasmon resonance

(SPR) experiments are explained, including detailed information on the setup

used for REDLS measurements under the application of electric fields. The re-

sults of the nanoparticle synthesis and interpretation of the data obtained from

the measurements of their dynamics near electrode interfaces are presented in

chapter five. Finally, the improved properties of the functionalized, PLA-based

nanoparticles and the insights on their motion near electrode interfaces in context

with electrophoretic deposition are summarized in the last chapter.
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2. Concepts

2.1. Charged surfaces in electrolytes

Near charged surfaces in electrolytes, the counterions of the electrolyte will form

layers near this surface. They are described by the Grahame model which is

based on the works of Helmholtz, [29] Gouy, [30] Chapman, [31] and Stern. [32] The

distribution of the electrolyte ions near the charged surface is depicted in figure

2.1. The innermost layer which consists of adsorbed, non-hydrated ions is the

so called inner Helmholtz layer. In the case of a metal electrode, ions which

are already oxidized but not yet hydrated form the inner Helmholtz layer. In

surfactant-stabilized colloidal systems, the inner Helmholtz layer consists of the

hydrophilic section (or the ”head”) of the surfactant molecules.

Next to the inner Helmholtz layer, but farther away from the surface, the outer

Helmholtz layer is located. It has the opposite charge as the inner Helmholtz layer

and consists of hydrated electrolyte ions which are hold in place by Coulomb

forces. Due to those strong attractive forces, the ions of the outer Helmholtz

layer are immobile.

The outer Helmholtz layer does not fully compensate the charge of the inner

Helmholtz layer, therefore the concentration of electrolyte counterions is increased

near the charged surface. The area in which an increased concentration of coun-

terions is found is called diffuse layer or outer Stern layer.

For diffusion processes near charged surfaces and for the stabilization of col-

loids, the potential curves near charged surfaces play a crucial role. These curves

can be deduced from the Poisson equation:

∇2Ψ(x, y, z) =

(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

)
Ψ(x, y, z) = −ρc(x, y, z)

ϵ0ϵr
. (2.1)

The Poisson equation relates the potential distribution in space Ψ(x, y, z) to the

charge density ρc. If we consider the one dimensional case of an endlessly ex-
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2. Concepts

(a) (b)

Figure 2.1.: (a) Schematic drawing of the electric double layer at a charged surface
in an electrolyte and potential-distance curve. IHP and OHP denote the
inner and outer Helmholtz plane. ISL is the inner Stern layer and DL
the diffuse layer. (b) Curve of the absolute potential near the charged
surface.

tended, flat, charged surface the Poisson equation simplifies to

d2Ψ

dx2
= −ρc(x)

ϵ0ϵr
. (2.2)

As there is no charge located between the inner and outer Helmholtz plane,

the potential is decreasing linearly between those two points as can be proven by

two-fold integration of equation 2.2 for ρc = 0,

Ψ(x) = C1x+ C2 (2.3)

where C1 and C2 are constants.

The charge density is no longer zero in the diffuse layer, and the charges are

moving. The local ion concentration1 ci is related to the work Wi which is needed

to bring an ion from a point which is infinitely far away from the charged surface

to a distinct position close to it. Therefore, the local ion concentration can be

expressed with the Boltzmann equation

ci = c0 exp

(
− Wi

kBT

)
(2.4)

1For the considered one-dimensional case, ρc = z · e · c is valid.
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2.1. Charged surfaces in electrolytes

with the thermal energy kBT . The work Wi can be written as

Wi =

zeΨ(x) for cations

−zeΨ(x) for anions.
(2.5)

Ψ(x) describes the potential curve near the surface. From now on, we consider

the case of a monovalent electrolyte with z = 1 to keep the equations simple.

By combining the Boltzmann equation 2.4 and the Poisson equation 2.1, we

obtain the following expression for the potential near the surface:

d2Ψ(x)

dx2
=

c0e

ϵ0ϵr

(
exp

(
eΨ(x)

kBT

)
− exp

(
−eΨ(x)

kBT

))
. (2.6)

In order to find an expression which connects the potential Ψ(x) directly to

the distance from the surface x, we have to integrate equation 2.6. First, we

introduce the dimensionless potential Φ for simplicity:

Ψ(x) =
kBT

e
Φ(x). (2.7)

Rewriting 2.6 leads to 2

kT

e

d2Φ(x)

dx2
=

c0e

ϵ0ϵr
(exp (Φ(x))− exp (−Φ(x))) =

c0e

ϵ0ϵr︸︷︷︸
λ−2
D

sinh (Φ(x)) . (2.8)

The newly introduced variable λD is the Debye length. As we will see later, it

is the distance from the surface at which the potential has decreased to 1/e of the

surface potential.

After application of the operator 2dΦ(x)
dx

on both sides we obtain

2 · dΦ(x)
dx

· d
2Φ(x)

dx2︸ ︷︷ ︸
= d

dx(
dΦ(x)
dx )

2

= 2 · dΦ(x)
dx

λ−2
D sinh (Φ(x)) . (2.9)

Both sides of 2.9 can be integrated to dx which yields(
dΦ

dx

)2

= 2λ−2
D cosh (Φ(x)) + C1. (2.10)

2Remember the trigonometric function sinh(x) = 1
2 (e

x − e−x).

7



2. Concepts

The integration constant C1 can be determined by inserting the boundary

condition

Φ(∞) = 0 and
d

dx
Φ(∞) = 0 (2.11)

which accounts for the potential at an infinite distance from the surface being

zero and constant, into 2.10:

2λ−2
D cosh(0)︸ ︷︷ ︸

=1

= C1 ⇔ C1 = −2λ−2
D . (2.12)

Now we have a full expression for the term

dΦ

dx
= ± 1

λD

√
2 cosh(Φ(x))− 2 (2.13)

in which only the negative solution has a physical meaning due to the boundary

condition that the potential must decrease with increasing distance to the surface.

After separation of the variables x and Φ, we can integrate again to end up

with

2 ln

(
tanh

(
Φ(x)

4

))
= −2λ−1

D x+ 2C2. (2.14)

Again, the integration constant C2 can be determined from the boundary con-

dition 2.11 to be

C2 = ln

exp
(

Φ(0)
2

)
− 1

exp
(

Φ(0)
2

)
+ 1

 . (2.15)

By inserting 2.1 into 2.14 and solving the equation for exp
(
Φ
2

)
, we obtain the

final expression to calculate the potential Φ(x)

exp
(
−x

λ

)
=

(
exp

(
Φ(x)
2

)
− 1
)
·
(
exp

(
Φ(0)
2

)
+ 1
)

(
exp

(
Φ(x)
2

)
+ 1
)
·
(
exp

(
Φ(0)
2

)
− 1
) . (2.16)

For low potentials Φ ≪ kT/e, we can use the the series expansion for ex =

1 + x+ x2/2 + ... and obtain

exp

(
− x

λD

)
=

Φ(x)

Φ0

⇔ Φ(x) = Φ0 exp

(
− x

λD

)
(2.17)

which is the linearized Poisson-Boltzmann equation.

8



2.2. Stabilization of colloids

2.2. Stabilization of colloids

Apart from everyday applications like in pigment dispersions which are used as

paints and coatings, in cosmetic products like lotions, and in foams like industri-

ally produced ice-cream, the stability of colloids is of great importance. In order

to achieve long shelf-times and ensure a high product quality, the dispersions,

emulsions and foams must be stable, the phases should not separate. Nanoparti-

cles which are designed for biomedical applications are a more sophisticated ex-

ample for a colloid that should be stable even under extreme conditions like high

electrolyte concentrations as found in living cells. Already during nanoparticle

preparation, stabilization effects determine the particle size and polydispersity.

The repulsive and attractive forces between two single particles, droplets or

bubbles of a colloid which govern its stability are described by DLVO theory.

The name of this theory is a tribute to Derjaguin, Landau, Verwey, and Over-

beek. [33–35] In the frame of DLVO theory, the interaction forces between two

particles in aqueous dispersion are described by a superposition of the attractive

van der Waals and the repulsive electrostatic interactions.

The interaction between two dipoles which are either both permanent (Keesom

force), permanent in one and induced in the other dipole (Debye force), or both

induced (London force) is described by the Van der Waals potential. It decays

by the power of six with increasing distance x of the dipoles

UV dW = −Corient

x6
− Cind

x6
− Cdisp

x6
. (2.18)

The interaction parameters Cx depend on dipole parameters like the geometry,

size, or chemical composition of the respective molecule.

Colloids like nanoparticles are considerably larger than single molecules. Two

approaches exist to describe the Van der Waals potential between such bodies. In

the Hamaker approach, the interaction energy of two bodies at a center-to-center

distance d is described by pairwise summation over the interaction energies of all

interacting dipole pairs of the system. For the interaction energy of two spheres

9



2. Concepts

with radii R1 and R2, Hamaker obtained [36]

U(d,R1, R2) = −AH

6

(
2R1R2

d2 − (R1 +R2)
2 +

2R1R2

d2 − (R1 −R2)
2

+ ln

[
d2 − (R1 +R2)

2

d2 − (R1 −R2)
2

]) (2.19)

with the Hamaker constant

AH = π2 · C · ρ1 · ρ2. (2.20)

In equation 2.20, ρi is the the atom density in the respective sphere and C the

interaction parameter.

For surface-to-surface distances z smaller than the particle radius R1 or R2,

equation 2.19 simplifies to

U(R1, R2, z) ≈ − AHR1R2

(R1 +R2)6z
(2.21)

for R1=R2≈ −AHR

12z
. (2.22)

The according Van der Waals force is the first derivative of the interaction

energy 2.22:

FV dW = − AHR1R2

(R1 +R2)6z2
(2.23)

The Hamaker approach includes two major simplifications: First, the approach

of pairwise summation of interaction energies which neglects the mutual influence

of the dipoles on each other’s orientation. Second, it is technically only valid for

two interacting bodies in vacuum. If they are separated with a dielectric, quantum

effects have to be considered. Lifshitz accounts in his derivation of the interaction

energy for those two effects. [37] Laven and Vissers compare the Hamaker constant

obtained by the Hamaker and the Lifshitz approach as well as from experimental

data. The Hamaker constant according to the first approach is - depending on

the volume fraction of the respective phases - up to three times higher than for

the two latter approaches. [38]

The second force which acts in colloid stabilization is the force due to the

electrostatic potential near a charged surface like the one of a nanoparticle. It is

described by the Poisson-Boltzmann potential (equation 2.17).
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2.3. Motion at the solid-liquid interface

The third kind of potential existing between to colloidal particles is the Born

potential UBorn which accounts for the boundary condition that distances smaller

than zero are forbidden, or, in other words, that two particles must not overlap.

It can be written as

Urep =
Crep

z12
. (2.24)

which is a good approximation for the physically more complex term which ex-

actly describes the Pauli exclusion principle.

Adding up the Van der Waals, the Poisson-Boltzmann, and the Born potential,

the DLVO potential is obtained:

UDLV O(z) = UV dW (z) + Φ(z) + Un(z) (2.25)

= −−AHR

12z
+ Φ0 exp(−

z

λD

) +
1

z12
. (2.26)

The DLVO potential curve for two spheres is depicted in figure 2.2a. At large

distances, the potential is close to zero but positive, the dispersion is stable. If

the particles approach, they will be trapped at a certain distance due to a local

potential minimum: The particles flocculate. Flocculation is a reversible process,

the particles can be redispersed by adding e.g. mechanical energy to the system

by shaking.

A closer approach of the particles is hindered by the maximum in the particle-

particle potential due to Coulomb repulsion. However, in the case of weakly

charged particles or high electrolyte concentrations, this maximum can be lowered

enough for particles to overcome it as depicted in figure 2.2b. This leads to

coagulation, the particles aggregate irreversibly. In the DLVO curve, this state

is located at the deeper minimum.

The steep increase of the potential towards d = 0 is due to the strongly repulsive

Born potential.

2.3. Motion at the solid-liquid interface

The velocity of a particle which is freely diffusing in a dispersant is determined by

its thermal energy kBT and the drag forces Fdrag exerted by the molecules of the

11



2. Concepts

(a) (b)

Figure 2.2.: (a) The DLVO potential (orange line, –) and the various contributing
potentials (dotted lines, · · · ). The numbered points mark the distances
at which flocculation (1), maximum repulsion (2), coagulation (3), and
infinite repulsion due to the forbidden overlap boundary condition (4)
occur. (b) DLVO potential at various electrolyte concentrations. The
orange line (–, (1)) corresponds to the lowest electrolyte concentration.
With an increasing number of dissolved ions, e.g. in the blue curve
(–, (2)) and green curve (–, (3)), the maximum which needs to be
overcome for coagulation is lowered. In the vase of the purple line (–,
(4)) which refers to the highest electrolyte concentration, there is no
Coulomb barrier anymore, particles coagulate immediately.

dispersant. Both contributions are connected by the Stokes-Einstein equation

D =
vkBT

Fdrag

=
kBT

6πηRH

(2.27)

with the diffusion coefficient D, the velocity of the particle v, the viscosity of the

dispersant η, and the hydrodynamic radius of the particle RH . The hydrodynamic

radius equals the radius of the particle plus its hydrate shell. [39,40] The mean

squared displacement of a particle during the time interval τ is

⟨x2⟩ = 2Dτ⟨v∆x⟩ =
2D

∆x
. (2.28)

The result is independent of the direction of x, the motion is isotropic. This

changes when a solid, impenetrable surface is located near the particle. In this

case, its motion is no longer isotropic but can be separated into a vertical compo-

nent towards or from the surface and a lateral component describing the motion

parallel to the surface as depicted in figure 2.3. [41]

Assuming only hydrodynamic interactions between the surface and the particle,

12



2.3. Motion at the solid-liquid interface

Figure 2.3.: Anisotropic diffusion of a particle near a solid surface.RH is the hydro-
dynamic radius of the particle, h marks the distance between the outer
border of the hydrate shell of the particle and the solid surface. v⊥ and
v|| are the normal respective lateral components of the speed vector of
the particle.

the vertical and lateral diffusion coefficients D⊥ and D|| can be calculated from

the overall diffusion coefficient D by the introduction of the correction factors

Υ⊥ and Υ|| for the respective direction:

D⊥ = Υ⊥D and D|| = Υ||D (2.29)

For the vertical motion, the correction coefficient is expressed by [42]

Υ⊥ =
4

3
sinh (A)

∞∑
n=1

n(n+ 1)

(2n− 1)(2n+ 3)

[
2 sinh (A ·B) +B sinh (2 · A)(

2 sinh
((
n+ 1

2

)
A
))2 −B2 sinh2 (A)

]
(2.30)

with A = arccosh
(

z
RH

)
and B = 2n− 1.

For large distances z between the particle and the surface, eqn. 2.30 simplifies

to [43]

Υ⊥ ≈
(
1− 9RH

8z

)−1

. (2.31)

The lateral correction coefficient Υ|| accounts for the anisotropy of the drag

forces acting on the particle: They are significantly higher at the side of the

particle which is oriented towards the surface compared to the side facing the

free space. Therefore, the surrounding fluid also applies a torque M on the

sphere. The drag force and torque are expressed by

Fdrag = 6πηRH

(
v||Fdrag,t + ωRHFdrag,r

)
(2.32)

13



2. Concepts

and

M = 8πηR2
H

(
v||Mt + ω ·RHMr

)
. (2.33)

If the particle can rotate freely, equation 2.33 is zero and we can plug it into

equation 2.32 to express the correction coefficient by

Υ|| =
D

D||
= Fdrag,t −

Mt

Mr

· Fdrag,r (2.34)

For equation 2.34, only a numerical solution exists which has been found by

O’Neill. [44] However, if we assume a distance between the particle and the surface

which is larger than z > 1.4RH , equation2.34 simplifies to

Υ|| ≈

(
1− 9

16

RH

z
+

1

8

(
RH

z

)3

− 45

256

(
RH

z

)4
1

16

(
RH

z

)5
)−1

(2.35)

Equation 2.35 can be solved analytically. [45] The results of equations 2.30 and

2.35 for two different particle sizes are depicted in figure 2.4. The graph shows

that the correction coefficients Υ are always below one. This means, the surface

slows down particle diffusion. With increasing distance between the particle and

the surface, both correction coefficients approach one: the particle diffusion is no

longer affected by the surface. The distance at which the effect of the surface can

be neglected is higher for larger particles than for smaller particles.

2.4. Particle motion in electric fields

A charged particle which is diffusing in an electrolyte to which an electric field

E⃗ is applied experiences an additional electric force

F⃗el = qappE⃗ (2.36)

which is proportional to the apparent particle charge qapp. This charge is the net

charge of the particle itself plus the charge of the ions in its hydrate shell (figure

2.5).

This charge can be calculated from the ζ-potential of the particle which is the

potential at the shear plane (figure 2.5). In the case of particles which are large

compared to the Debye length of the system, RH ≫ λD, the Grahame equation
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2.4. Particle motion in electric fields

Figure 2.4.: Corrected diffusion coefficients for the motion parallel and normal to
the solid surface for two different particle radii. The curves are based
on the first one hundred terms of equation 2.30 and on equation 2.35.
Reprinted with permission from PhD thesis of M. A. Plum. [46]

Figure 2.5.: A negatively charged particle (gray) in an electrolyte. The inner Stern
layer consists of the surface charge of the particle and the immobile
cations bound at the particle surface (green). The outer Stern layer
or diffuse layer is depicted in blue. The cation concentration is higher
than the anion concentration in this layer. The ions within this layer are
mobile. The inner and outer Stern plane are diffusing with the particle,
therefore the shear plane marks the border between the outer Stern
layer and the continuum.
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can be employed: [47]

σc =
√

8c0ϵ0ϵrkBT sinh

(
eζ

2kT

)
. (2.37)

It simplifies for the case of low potentials where the series expansion

sinh (x) = x+ x3/3! + ... (2.38)

is applicable to

σc =
ϵϵ0ζ

λD

. (2.39)

The particle charge can be calculated from the surface charge density σc by

multiplication with the surface area A of the particle,

qapp = σcA =
ϵ0ϵrζ

λD

4πR2
H . (2.40)

Just as in the case of undisturbed diffusion, particles moving at a certain speed

v in a viscous medium are decelerated by drag forces. The thermal velocity of

particles is determined by the balance of thermal motion energy and drag forces

in Brownian motion as described by the Stokes-Einstein equation (equation 2.27),

the electrophoretic velocity vel of a particle in an electric field is determined by

the balance of the electric force and the drag force. The drag force is described

by the Stokes equation

F⃗drag = 6πηRH v⃗. (2.41)

Assuming the above mentioned condition Fdrag = Fel, we end up with

vel =
qappE⃗

6πηRH

(2.42)

=


ϵϵ0E⃗ζ

η
for λD ≪ RH

2
3
ϵϵ0ζE⃗

η
for λD ≫ RH

(2.43)

The first case is the Smoluchowski [48], the second the Hückel [49] approximation.

Particles with radii in between those two extremes are covered by Dukhin’s theory

in which a function f( R
λD

) is multiplied to equation 2.43. [50,51]
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2.5. Electrophoretic deposition

2.5. Electrophoretic deposition

Electrophoretic deposition (EPD) is a coating process in which dispersed particles

are driven towards an electrode by electrophoresis and aggregate there in a mono-

or multilayer. The effect was first observed by Reuß in 1809 when he studied

the behavior of clay particles in an electric field. [52] More than one century later,

several patents existed, e.g. for the electrodeposition of resins to fabricate electric

insulations or for the electrophoretic deposition of thorium dioxide particles to

produce electron tubes. Around this time, Hamaker and Verwey started to think

about and experiment on the mechanism behind EPD. They published a first

possible mechanism of EPD in 1940. [53,54] More than half a century later, in the

1990s, three more mechanism of EPD have been suggested. I will introduce all

of them below. More details about EPD and can be learned from the review

of Besra [55] or the up-to-date textbook edited by Dickerson and Bocaccini [56].

Specifically EPD in alternating voltages in particular is reviewed by Neirinck. [57]

According to the Hamaker’s and Verwey’s model, particles migrating to the

oppositely charged electrode exert a repulsive force on particles already located

nearby the electrode when they are approaching closer than the distance of the

Coulomb barrier (point 2 in figure 2.2). This forces the particles even closer to

the electrode where they aggregate.

Grillon and his coworkers suggested that an electrochemical reaction is the

reason which causes the particles to aggregate at the electrode surface. [58] They

suggest that the particle discharges at the electrode. Now that it has ζ-potential

close to zero, other particles can closely approach the particle and also discharge

at the electrode. This mechanism can only explain the first layer of electrophoretic

deposits. Particles in higher layers are not in direct contact with the electrode

and therefore cannot discharge.

Koelmans calculated that due to the increased ion concentration in the diffuse

layer near an electrode, the particle distances are in the flocculation regime. [59]

A proof for the flocculation is that Koelmans showed in experiments that the

deposit redispersed again if the field has been switched off.

Sarkar and Nicholson suggested that the thinning of the electrochemical double

layer around the particles is the reason for their deposition at the electrode. [60] As

the particle is moving towards the electrode, its counterions in the diffuse layer

17



2. Concepts

are driven in the opposite direction, to the counterelectrode.3 The diffuse layer

is thinning as the charge of the counterion within is neutralized by ions of the

same charge as the particle which are also migrating towards the same electrode

as the particle. Eventually, the particles have fully lost their hydrate shell and

adsorb at the electrode or on top of the already deposited particle layer.

Which of the four mechanisms explains the results of a specific system best

depends on several parameters like e.g. the dispersant, the particle type (polymer

or inorganic) and size (nano- oder microparticles), or the electrode type.

3In the case of ceramic particles, the counterions are from the liquid, e.g. H+ and OH– in
water.
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3. Chemical Methods

3.1. Polymerization reactions

The manifoldness of polymerization types is divided into step growth and chain

growth polymerizations. Polycondensations and -additions belong to the former

class; radical, ionic and coordinative polymerizations to the latter one. In the

following sections, the radical and coordinative polymerization will be discussed.

For references on the other types of polymerization, the textbooks by Tieke [61]

or Koltzenburg, Maskos and Nuyken [62] are recommended.

3.1.1. Radical polymerization

Radical polymerizations are suitable for the polymerization of monomers with

vinyl groups. They can be conducted in aqueous or organic solutions as well as

in bulk. To start a radical chain growth reaction, a radical initiator is needed.

Initiator molecules readily form radicals when heated. The initiator has to be

chosen according to the reaction environment, e.g. potassium persulfate K2S2O8

is soluble in water and azo initiators like V70 (figure 3.1) are soluble in organic

solvents.

Figure 3.1.: Structure and radical formation of the azo initiator V70.

The radicals resulting from the decay of the initiator molecules

I−I −−→ 2 I · (3.1)
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3. Chemical Methods

add to the vinyl group of the monomers

I · +M −−→ I−M · (3.2)

and thereby start the chain growth reaction

I−M · +M −−→ I−M−M · . (3.3)

The reaction is terminated either by the combination of two radical molecules

::::M · + ::::M · −−→ ::::M−M:::: (3.4)

or by disproportionation which leads to one saturated (sat) and one unsaturated

(vin) polymer

::::M · + ::::M · −−→ ::::Msat + ::::Mvin. (3.5)

The degree of polymerization is determined by the reaction rate of the termi-

nation reactions, the temperature and the transfer constants of the monomer,

polymer, and solvent. Some solvents such as halogenated hydrocarbons have

high transfer constants. Those solvents readily accept the radical property of a

growing polymer chain. For example,

::::CH2 · + CHCl3 −−→ ::::CH3 + CCl3 · (3.6)

In order to obtain polymers of high molecular weight, solvents with low transfer

constants such as benzene or toluene should be used preferably.

3.1.2. Coordinative polymerization

The most prominent example of a coordinative polymerization which is cat-

alyzed by an organometallic compound is the Ziegler-Natta polymerization of

olefins. [63,64] As part of this thesis, poly(lactic acid) (PLA) has been synthesized

by coordinative ring-opening polymerization which is catalyzed by aluminum-

or tin-based metal-alkoxides. The most common catalyst is tin(II) bis(2-ethyl-

hexanoate) Sn(Oct)2.
[65–67] Alcohols act as cocatalysts in this reaction. They

substitute the ethylhexanoate ligands at the tin ion and thereby initiate the re-
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3.1. Polymerization reactions

Figure 3.2.: Mechanism of the coordinative ring-opening polymerization of lactide.

action (figure 3.2). A lactide molecule becomes oriented at the metal ion by

coordination of the oxygen atom of the carbonyl group and the simultaneous for-

mation of a bond between the oxygen of the alcohol and the carbon atom of the

carbonyl group. In the following insertion step, the coordination by the carbonyl

oxygens loosens and a bond between the oxygen atom in the lactide ring and the

tin ion forms instead which leads to an opening of the ring. By coordination of

another lactide molecule and its insertion into the chain which has just started,

the polymerization progresses. It is terminated by the reaction of alcohol or wa-

ter with the polymer-metal complex. The reaction can be carried out in bulk or

in solution, e.g. in xylene.

3.1.3. Copolymerization

A polymerization reaction with two different monomers in the reaction mixture

may result in a copolymer. In a so-called ideal or statistical copolymer, the
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3. Chemical Methods

monomer composition of the polymer chain equals the concentration ratio of

the reaction mixture. However, the reaction rates kij of the four chain growth

reactions occurring in a copolymerization of comonomers A and B might be

different:

::::A · +A
k11−−→ ::::AA · (3.7)

::::A · + B
k12−−→ ::::AB · (3.8)

::::B · +A
k21−−→ ::::BA · (3.9)

::::B · + B
k22−−→ ::::BB · (3.10)

Based on the assumption that the reaction rates k depend only on the chain

end and not on other parameters of the polymer, e.g. the chain length, the

composition of the copolymer is given by the copolymerization or Mayo-Lewis

equation [68]

d[A]

d[B]
=

[A] (r1[A] + [B])

[B] (r2[B] + [A])
. (3.11)

As the comonomer concentrations [A] and [B] change during the progress of

the reaction, the polymer composition also varies. The reactivity ratios r1 =

k11/k12 and r2 = k22/k21 can be determined from the Fineman-Ross plot of the

respective copolymer (figure 3.3). The Fineman-Ross plot of a copolymerization

is experimentally determined by carrying out the copolymerization with various

initial concentration ratios, stopping it at low conversions and analyzing the

polymer as well as the monomer composition.

The reactivity ratios can also be determined semiempirically by the Q-e scheme

which has been developed by Alfrey and Price. [69] Within this concept, a reactiv-

ity value Q and polarity value e are assigned to each monomer. Those values are

set in comparison to those of styrene which are Q = 1 and e = −0.8 by deliberate

assignment. The reactivity ratios are

r1 =
Q1

Q2

exp (−e1 (e1 − e2)) (3.12)

r2 =
Q2

Q1

exp (−e2 (e2 − e1)) . (3.13)

The reactivity ratios depend on the polarity of the comonomer as well as on steric

and resonance effects stabilizing the respective reactive species. Therefore, the

reactivity ratios are only given for one type of reactive species, e.g. the anion. Its
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3.2. Polymer nanoparticle formulation

Figure 3.3.: Fineman-Ross plot of a copolymerization with the initial comonomer
concentration ratio x = [A]/[B] and the change of the comonomer ratio
X = d[A]/d[B].

value might be different from the reactivity ratio for the radical species. If the re-

activity ratios of both monomers are similar, an ideal copolymer is formed. If the

monomers differ considerably in polarity and reactivity, alternating copolymers

may result from the reaction.

3.2. Polymer nanoparticle formulation

Nanoparticles from preformed polymer can be prepared by a variety of processes,

e.g. emulsion solvent evaporation [70] or emulsion solvent diffusion, [5] double

emulsion, [71] nanoprecipitation, [72] or the salting out method. [73] The emulsion

solvent evaporation process is especially used if drugs or contrast agents are en-

capsulated in the polymer matrix. [74–77] Since its development in the 1970ies, [70,78]

the method has been improved and refined in order to fabricate nanoparticles

which meet the specific demands of biomedical applications like biocompatibility

or colloidal stability under physiological conditions. [79–81]

The principle of the miniemulsion solvent evaporation process is depicted in

figure 3.4. The polymer of choice is dissolved in a hydrophobic solvent of low

boiling point, e.g. chloroform or tetrahydrofuran. An aqueous solution of a

surfactant, e.g. sodium dodecylsulfate (SDS), is added to the reaction vessel.

High shear forces, e.g. due to ultrasonication, lead to the emulsification of the

mixture consisting of two immiscible solvents. The solvent droplets of the disperse
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Figure 3.4.: Principle of the miniemulsion solvent evaporation method for the fab-
rication of nanoparticles from preformed polymer.

phase which contain the polymer are stabilized by surfactant molecules. In a

second step, the volatile organic solvent is evaporated from the miniemulsion by

heating, leaving behind one nanoparticle from each droplet.

The particle radii are determined by the interplay of several parameters like

the temperature during solvent evaporation, [82] the concentration of the surfac-

tant [83], the properties of the organic solvent, [84] and the duration of ultrasoni-

cation. [85]

As several experimental studies have shown, the width of the size distribution of

the nanoparticles is already determined in the emulsification step. In later stages

of the reaction, no further broadening of the size distribution due to coalescence

or Ostwald ripening has been found for polystyrene or poly(lactic acid) [86–88].

Especially Ostwald ripening might be an issue if the polymer is slightly soluble

in water which increases the probability of its diffusive migration from smaller to

larger droplets. [89]

Polymer nanoparticles can also be prepared directly from the corresponding

monomer in a miniemulsion polymerization. [90] In this case, a radical initiator

is dissolved in the monomer. The solution is dispersed in an aqueous surfactant

solution and the polymerization is started by heating or UV-light. Each droplet

can be imagined as a nanoreactor in which a bulk polymerization takes place. No

evaporation of solvent is needed, making this approach attractive for continuous

synthesis in flow reactors.

The advantage of the miniemulsion solvent evaporation process above the mini-

emulsion process is that preformed polymer can be used. The resulting particles

are therefore free from impurities like monomer remains or side products. Ad-
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ditionally, it can be applied to polymers which demand a more sophisticated

synthetic approach, e.g. block-copolymers, or polymers which require another

polymerization as the radical one. It also allows the encapsulation of other mate-

rials like drugs or magnetite nanoparticles which might be affected by or inhibit

the polymerization.

3.3. Characterization methods

The polymers and nanoparticles synthesized within this thesis have been char-

acterized in terms of structure, charge, and size. In this chapter, the working

principles of the methods used are described.

3.3.1. Potentiometric titration

The determination of the number of acidic or basic groups in a polymer chain

often cannot be done by regular titration because the equivalence point might not

be known or no common solvent for indicator and polymer exists. Potentiometric

titration circumvents those challenges. A pair of electrodes is used to measure the

potential between the analyte solution and a reference electrode. This potential

changes with the addition of titrant. The equivalence point is the point at which

the titration curve has a point of inflection, i.e. its slope has a maximum or

minimum.

3.3.2. Electron microscopy

The resolution of a microscope is determined by the diffraction limit

d =
λ

2n sin(α)
. (3.14)

The minimum distance d required for two points to be resolved depends on the

wavelength λ, the refractive index of the medium between the object and the

objective n, and the opening angle of the lens, 2α. From equation 3.14, it follows

that only structures larger than approximately 200 nm can be resolved by light

microscopy. However, with shorter wavelengths, the resolution can be increased.

This can be achieved by using accelerated electrons instead of visible light for

imaging. The first electron microscope has been built by Knoll and Rustka. [91] It
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was a transmission microscope which is very similar to the transmission electron

microscopes (TEM) used nowadays. Electrons are accelerated by a voltage be-

tween 50 and 200 kV and focused on the sample by electromagnetic lenses. The

electrons and nuclei of the sample interact with the electron beam. They are

either scattered elastically or inelastically, or they are absorbed or transmitted.

The lower the proton number of the atoms in the sample, the more electrons

are transmitted and arrive at the detector. Areas where atoms with high pro-

ton numbers are located in the sample appear as dark spots on a TEM image.

Sub-Ångström resolution has been achieved with TEM. [92]

An extension of TEM is cryo-TEM. [93] The sample holder and the electron-

emitting tip are cooled by liquid nitrogen, therefore allowing the imaging of sen-

sitive materials like biological or polymer samples which would suffer from severe

beam damage in regular TEM. [94]

In scanning electron microscopy (SEM), lower accelerating voltages (0.5 to

30 kV) can be used because the detector is located at the same side of the sample

as the electron source. In this case, mainly the so-called secondary electrons which

are leaving the sample surface due to inelastic scattering of the electron beam

are detected. More electrons are leaving the sample positions where it has peaks,

at less elevated areas they are easily absorbed by surrounding atoms. Therefore,

elevated areas appear brighter in SEM images, leading to a 3D appearance. The

resolution of a regular SEM is in the range of 1 to 20 nm. [95]

3.3.3. Surface charge measurements

The surface charge of a colloidal particle can be determined by titration with

a polyelectrolyte. [96] The amount of titrant used until the streaming potential

of the particle dispersion becomes zero is measured. The streaming potential is

the potential difference between two points of a measurement cell in which the

particle and counterion charges have been separated by shear. In practice, this

is done by vertically moving a cylinder in a very narrow measurement cell (figure

3.5). The potential between an electrode at the bottom and another electrode

at the top of the cell is measured. For the titration of the negatively charged

particles prepared in this thesis, the polycation poly(diallyldimethylammonium

chloride) PDADMAC (figure 3.6) has been used. The polyelectrolyte molecules

strongly adhere to the particle surface and are not sheared by the moving cylinder,

therefore they neutralize the particle charge.
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3.3. Characterization methods

Figure 3.5.: Charge titration setup. The gray cylinder marked with the arrow is mov-
ing up and down, thereby creating a shearing potential in the particle
dispersion (blue) which is measured between the gold electrodes.

Figure 3.6.: Structure of PDADMAC.
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The ζ-potential of a particle is directly related to the surface charge of a parti-

cle by the Grahame equation (equation 2.40). ζ-potential analyzers are based on

electrophoretic light scattering. [97,98] In brief, moving particles Doppler shift the

frequency of a laser beam when they scatter it. Therefore, the frequency spec-

trum of a particle undergoing only thermal motion shows one single, broad peak.

Its center is located at the frequency of the incident beam and its width relates

to the diffusion coefficient of the particle. If an electric field is applied on the

sample, the particles additionally undergo electrophoresis. This directed motion

leads to a shift of the peak caused by the nanoparticle motion in the frequency

spectrum. However, its width remains unchanged as it is only determined by

the isotropic Brownian motion which is still present. From the frequency shift,

the electrophoretic velocity vel and therefore the mobility µel = vel/E are directly

related to the Doppler shift of the particles. If other properties like salt concen-

tration and particle radius are known, the ζ-potential can be calculated from this

value according to a previous chapter (equation 2.43).

3.3.4. Fluorescence correlation spectroscopy

The diffusion coefficient and therefore hydrodynamic radii of fluorescent species,

e.g. dye-labeled nanoparticles, can be determined by fluorescence correlation

spectroscopy (FCS). [99,100] A confocal setup is used to detect the photons emitted

by the sample due to fluorescence. Only fluorescent species inside the confocal

volume which is determined by the lenses and pinholes used in the detection

beampath contribute to the measured intensity. The sample concentrations used

in FCS are very low, in time-average, typically only one fluorescent species is

located inside of the confocal volume. The detected fluorescence intensity is fluc-

tuating with time as the molecules are entering and leaving the confocal volume

due to the diffusion of the molecules. If the time-dependent intensity fluctuations

I(t) are autocorrelated,

G(t′) =
⟨I(t)I(t+ t′)⟩

⟨I(t)⟩2
− 1, (3.15)

a function which depends on the number of fluorescent species in the confocal

volume N , the characteristic diffusion time τ and the structure parameter k is

obtained:
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G(t′) = 1 +
1

N
· 1

1 + τ
t′
· 1√

1 + t′

k2τ

. (3.16)

The structure parameter accounts for the geometry of the confocal volume

which is defined by the focus and the pinholes. The diffusion coefficient is ex-

tracted from equation 3.16 using the equation

D =
ω2
0

4τ
(3.17)

in which ωo is the half-width length of the Gaussian profile in the xy-plane of the

confocal volume. The hydrodynamic radius can be evaluated with the Stokes-

Einstein relation (equation 2.27).

Dynamic light scattering (DLS) is another method to determine the radius of

a nanoparticle spectroscopically. The explanation and description of this method

is found in the next chapter.

3.4. Experimental details

3.4.1. Materials

2-Hydroxyethyl methacrylate (HEMA, > 99%), tin(II)ethylhexanoate (SnOct2,

92.5-100%), L-lactide ((3S)-cis-3,6-dimethyl-1,4-dioxane-2,5-dione, 98%), sodium

dodecylsulfate (SDS, > 99%), anhydrous toluene (99.8%), and chloroform (>
99.9%) were purchased from Sigma-Aldrich and used as received. 2,2’-Azobis(4-

methoxy-2,4-dimethyl valeronitrile) (V70, 10 h decomposition half-time at 30 ◦C)

was purchased from Wako Chemicals GmbH and used as received. Biomer L9000

(PLLA, MN ≈ 66 500 g/mol and MW ≈ 145 000 g/mol, determined by GPC

in chloroform) was supplied by Biomer, Germany. Acrylic acid (AA, 99%) and

methacrylic acid (MAA, 99%) were purchased from Sigma-Aldrich and purified

by column chromatography. The synthesis of hydrophobic dye from the BODIPY

family, B612-MA, was done by A. Turschatov (MPI-P) according to a previously

published procedure. [101]
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3. Chemical Methods

3.4.2. Synthesis of HEMA-OLA

Two different HEMA-OLAs have been synthesized in a bulk polymerization ac-

cording to the procedure published by Ishimoto et al. [102] Briefly, in an 18mL

pressure tube, 7.24 g (50mmol) L-lactide were melted in an oil bath at 130 ◦C.

The melt was purged with N2 for 5min. A mixture of 0.87 g (6.7mmol) HEMA

and 8mg Sn(Oct)2 was injected by syringe. The mixture was magnetically stirred

at 130 ◦C for 3 h. A clear and colorless, highly viscous liquid was obtained. It

was dissolved in 15mL chloroform and washed once with ca. 10mL 1N HCl and

four times with ca. 10mL MilliQ-H2O. The organic phase was recovered and

the chloroform removed in vacuum. Another batch was synthesized the same

way using 2.49 g (17.3mmol) of L-lactide, 0.50 g (3.9mmol) of HEMA, and 5mg

Sn(Oct)2. Alternatively, in a three neck round-bottom flask equipped with a

magnetic stir bar and a reflux condenser, lactide (7.24 g, 50mmol) was dissolved

in 30mL p-xylene at 100 ◦C. Nitrogen was bubbled through the solution for 15

min and during the following injection of a mixture of HEMA and Sn(Oct)2. The

temperature was raised to 130 ◦C while stirring. After 1 h, the colorless product

precipitated from the solution. Stirring and heating were ued for 4 h in total.

Afterwards, the mixture was cooled down to 1 ◦C to complete the precipitation.

The supernatant was removed and the precipitate dried in vacuum (80 ◦C, 2 h).

To purify the product, the same routine as described above has been followed.

3.4.3. Synthesis of carboxyl-functionalized copolymers

180mg of the heavier HEMA-OLA synthesized in bulk (B2) and various amounts

of methacrylic and acrylic acid were each dissolved in 1mL of anhydrous toluene

(3mg and 11mg of AA, 4mg and 13mg of MAA for a molar ratio of 1:1 and

1:3, respectively). The solutions were mixed in an 18mL pressure tube using

a magnetic stirrer while bubbling argon for 20min. A solution of 10mg V70

(32.5mmol) in 500 µL anhydrous toluene was injected under argon atmosphere

and the pressure tube sealed afterwards. The mixture was heated to 60 ◦C and

magnetically stirred overnight. After cooling to room temperature, toluene was

removed using a rotary evaporator. Non-grafted AA or MAA, respectively, were

removed by dissolving the product in chloroform and washing with 1 N HCl and

with water. The product was recovered by drying in vacuum at 40 ◦C for 14 h.

The viscous, colorless product was stored under argon at =20 ◦C.
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3.4.4. Synthesis of the fluorescent copolymer

In an 18mL pressure tube, 200mg of HEMA-OLA and 2mg of B612-MA have

been dissolved in 1.3mL anhydrous toluene. Argon was bubbled for 30min to

degas the solution. 18mg of V70 were added and the solution was magnetically

stirred at 60 ◦C for 24 h. The crude product was recovered by evaporation of the

solvent in vacuum. It was washed with ethanol and dried for 24 h in vacuum.

3.4.5. Preparation of nanoparticles

Nanoparticles were prepared using the miniemulsion solvent evaporation proce-

dure. The organic phases of the miniemulsions were prepared as follows:

One step route PLLA (210mg), HEMA-OLA (90mg), V70 (5mg), and MAA

(7mg) were separately dissolved in 10 g of chloroform in total. All solution were

combined to obtain the organic phase for the miniemulsion solvent evaporation

step.

Two step route For the functionalized particles, PLLA (210mg), and MAA-

HEMA-OLA (90mg) or (B612-MA)-HEMA-OLA (90mg) were separately dis-

solved in 10 g of chloroform in total and then combined to obtain the organic phase

for the miniemulsion solvent evaporation step. For the control sample, PLLA

(210mg) and HEMA-OLA (90mg) were separately dissolved in 10 g of chloro-

form in total and then combined to yield the organic phase for the miniemulsion

solvent evaporation step. All organic solutions were homogenized using a shaker

at 400 rpm. In 50mL beakers, they have each been overlaid with a solution of

144mg SDS in 24 g MilliQ-H2O. The emulsification was carried out by ultra-

sonication of the mixtures while cooling in an ice bath (Branson Sonifier W450

Digital, 0.5 inch tip, 70% amplitude, 3min pulsed sonication (30 s on, 10 s off).

The miniemulsion was transferred to a 50mL wide-neck round-bottom flask. In

the open flask which was eqipped with a magnetic stirbar, the miniemulsion was

stirred vigorously for two hours at 60 ◦C to evaporate the chloroform. Then,

about 5mL of water were added afterwards to compensate evaporated water and

the flask was sealed with a glass stopper. Stirring and heating were continued

overnight. After cooling to room temperature, excess SDS has been removed by

dialysis (Cellulose membrane, MWCO = 14 kDa, Carl Roth GmbH + Co. KG).
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The dispersions were stored at 4 ◦C until further use.

3.4.6. Characterization

1HNMR spectra were taken on a Bruker Avance 250 or Bruker Avance 500 spec-

trometer, using deuterated solvents from Carl Roth GmbH & Co. KG. Molec-

ular weights and distributions were determined by GPC (Polymer Standards

Services columns; 106, 104, and 500�A), with THF as eluent at 30 ◦C, flow rate

1.00mL/min, and differential refractive index and fluorescence detectors (Shodex

RI 101, PSS SECurity VWD).

The apparent molecular weights and polydispersities (MW/MN) were determined

with a calibration based on linear polystyrene standards using WinGPC software

from PSS. Nanoparticle diameters were determined by dynamic light scattering

(DLS) measurements using the setup described in section 4.1. The scattering

angles were varied between 30° and 120° for each sample. By performing linear fits

of the plots of the first order decay rates from the cumulant fit versus the square

of the scattering angle q2, the hydrodynamic radii were obtained. The PDIs are

averages of the cumulant fit results obtained for the individual scattering angles.

The fitting results were cross-checked by Contin fits.

Absorption spectra have been measured using a Perkin Elmer Lambda 900

spectrometer and analytically grade solvents.

ζ-potential measurements were carried out with a Delsa Nanospectrometer

(Beckman Coulter). The results represent the average of three consecutive mea-

surements.

The amount of charged groups at the particle surface was determined by poly-

electrolyte titration using a combination of Mütek PCD-04 (BTG Instruments

GmbH) and a 702 SM Titrino unit (Metrohm Switzerland). 1 mM aqueous

poly(diallyldimethylammonium chloride) (Sigma-Aldrich) was used as a titrant.

The particle dispersions were titrated at pH 2.5 and pH 9 three times each. The

charge arising from the carboxyl groups was determined by subtraction of the

averaged titrant consumption at pH 2 from the average consumption at pH 9.

For the potentiometric titration, the copolymer was dissolved in a THF/water

mixture and NaOH (0.1 M) was used for titration. The particles have been im-

aged with a Libra 120 cryo-TEM from Carl Zeiss NTS GmbH equipped with a

LaB6 source. The acceleration voltage was 120 kV and no additional contrast

was applied.
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Fluorescence correlation spectroscopy (FCS) experiments were performed using

a commercial FCS setup (Zeiss, Germany) consisting of a ConfoCor 2 module and

an inverted microscope (Axiovert 200) with a Zeiss C-Apochromatr 40Ö/1.2 W

Corr water immersion objective. The fluorophores were excited by an Argon

laser (λ = 488 nm) and the emission was collected after filtering with a LP505

long pass filter. For detection, an avalanche photodiode was used. An eight-well

polystyrene cover glass (Laboratory-Tek, Nalge Nunc International) was used

as a sample cell for the aqueous dispersions of the studied nanoparticles. For

each particle sample, a series of ten measurements with a total duration of 5

min was performed. The size of the FCS probing volume was calibrated using a

chromophore with known diffusion coefficient, i.e. Alexa Fluor 488 in water.
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4.1. Dynamic light scattering

In this section, the basic physical principles of dynamic light scattering (DLS)

are explained. The experimental setup used for data acquisition in this thesis

and the data evaluation are described.

4.1.1. Principle

The elastic scattering of electromagnetic waves by nanoparticles is described by

the Mie theory. [103] Mie exactly solved the Maxwell equations for the scattering

of a linearly polarized electromagnetic wave by a spherical object. Each nanopar-

ticle consists of several independent dipoles which act as antennae when hit by

an electromagnetic wave, i.e. they isotropically emit electromagnetic waves of

the same wavelength as the incident beam. Electromagnetic waves scattered at

different dipoles of a nanoparticle interfere in the far field, therefore the scatter-

ing intensity depends on the observation angle as depicted in figure 4.1. At a

distance which is long compared to the distance of the dipoles, a speckle pattern

is observed. In scattering experiments, this angular dependency is described by

the scattering vector q⃗ which is defined as the difference between the wave vectors

of the scattered beam k⃗sc and the incident beam k⃗0,

q⃗ = k⃗sc − k⃗0. (4.1)

We consider only the quasi-elastic scattering regime, in which the wavelength λ

does not change during the scattering process. In this case, the magnitude of the

scattering vector is

|q⃗| = q =
4πn sin

(
θ
2

)
λ

. (4.2)
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Figure 4.1.: Interference of the light scattered by two different dipoles of a nanopar-
ticle at two different scattering angles. On the left, an example of a
scattering angle that allows the observation of constructive interference
is shown and on the right example, destructive interference results in a
scattering intensity of zero.

Figure 4.2.: Definition of the scattering volume.

The refractive index n of the dispersant accounts for the correction of the wave-

length. q is a measure for the observation length scale, e.g. for a wavelength of

λ = 532 nm and scattering angles θ between 30° and 130°, it is in the range of

1× 107 m=1.

Nanoparticles in dispersion are not fixed at one point in space, but are under-

going thermally activated Brownian motion. Therefore, the scattering intensities

originating from distinct coordinates within the scattering volume are fluctuating

with time. The scattering volume is defined by the overlap of the incident laser

beam and the detection path which is determined by the optical components be-

tween the sample and the detector (figure 4.2). Consequently, the single speckles

of the pattern caused by the sample are changing their intensity with time.

While measuring light intensities at different scattering angles is easy to achieve,

36



4.1. Dynamic light scattering

the detection of their fluctuations on the micro- to submicrosecond range is more

challenging. Single photon counting devices like photomultipliers or avalanche

photo diodes have to be used. The signal-to-noise ratio is enhanced by binning

of the detected photons in discreet time-intervals. The time-dependent signal is

autocorrelated in order to obtain the relaxation time of the fluctuations. There-

fore, the intensity I(q, t) measured at a certain angle θ at a certain point on

the time scale is multiplied by the intensity detected at a time interval t′ later,

I(q, t + t′). This is done for all possible combinations of t and t + t′ and the

average is normalized to the averaged intensity detected during the time range

which is analyzed. The result is the intensity autocorrelation function (ACF)

g2(t
′) =

⟨I(q, t)I(q, t+ t′)⟩
⟨I(q, t)⟩2

. (4.3)

The intensity ACF is obtained in homodyne DLS experiments, in which only

quasi-elastically scattered photons are correlated. It is related to the field ACF

g1(t
′) by the Siegert relation

g1(t
′) =

√
g2(t′)− 1. (4.4)

The field – also called amplitude – ACF results from DLS experiments when

the heterodyne detection mode is used, light which is scattered by the sample

is mixed with a fraction of > 99.9% of uncorrelated, elastic light from the same

source. [104]

In the case of a monodisperse, dilute, undisturbed particle sample in which

neither particle-particle interactions nor other forces are acting on the particles,

only Brownian motion is present. In this case, the amplitude and the intensity

ACFs are single exponentially decaying functions in with decay rates Γ which are

directly related to the diffusion coefficient D and the magnitude of the scattering

vector q:

g1(q, t
′) = exp(−Γt′) = exp(−Dq2t′) (4.5a)

g2(q, t
′) = exp(−2Γt′) + 1 = exp(−2Dq2t′). (4.5b)

Equations 4.5a and 4.5b can be deduced from the Fourier transform of the

amplitude ACF, the so called van Hove selfcorrelation function

gvH(r⃗′, t
′) = ⟨n(r⃗, t)n(r⃗ + r⃗′, t+ t′)⟩ (4.6)
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in which n(r⃗, t) is the local number density of particles. gvH equals the probability

that a particle is found at r⃗ at t = 0 and moves in the time t′ to r⃗+ r⃗′. Averaged

over the whole measurement time, gvH(r⃗, t
′) depends only on the mean square

displacement of the particle ⟨r′(t′)2⟩ which is just the three dimensional expression

for the mean square displacement ∆x defined for one dimension in equation 2.28,

gvH(r⃗′, t
′) =

(
2π

3
⟨∆r⃗′(t′)2⟩

) 3
2

exp

(
− 3r⃗′(t′)2

2⟨∆r⃗′(t′)2⟩

)
. (4.7)

The Fourier transform of equation 4.7 is

g1(q, t
′) = exp

(
−q2⟨∆r⃗′

2
(t′)⟩t

′

6

)
. (4.8)

The relation between the mean square displacement and the self-diffusion coeffi-

cient

⟨∆r⃗′(t′)2⟩ = 6Dt′ (4.9)

connects the van Hove selfcorrelation function (equation 4.7) to the field auto-

correlation function (equation 4.5).

4.1.2. Setup

The setup used for the DLS measurements in this thesis is depicted in figure

4.3. The vertically polarized light of a Nd:YAG laser (λ = 532 nm, Verdi 2W,

Coherent Inc.) is focused on the sample in a cylindrical cuvette (# 540-110-

80, Hellma GmbH & Co. KG). The detection optics, consisting of polarizer to

chose the detection polarization, and a collimator, are mounted on a one-circle

goniometer (ALV/SP-125, ALV) with the sample cuvette in the center in order to

enable measurements at various scattering angles. The detected light is coupled

into a fiber and distributed on two detectors (SPCM-CD2696, Perkin Elmer) by a

beam splitter before it is cross-correlated (ALV-6010/160E, ALV GmbH) in order

to eliminate afterpulsing signals in the ACF.1 The autocorrelation functions have

been stored and evaluated according to the methods described in the next section.

1Afterpulsing signals are observed in measurements with single photon counting devices, e.g.
with photomultipliers or avalanche photo diodes. Afterpulsing signals follow directly on a
real signal. More details are explained in literature. [105]
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4.1. Dynamic light scattering

Figure 4.3.: Schematic drawing of the DLS setup. The beampath is represented in
black, the fiber optics part in orange, and the computation part in pur-
ple. In the beampath, the two mirrors (M) and the two pinholes (PH)
serve alignment purposes. The neutral filter (F) is used for adjusting
the laser intensity. Only the fraction of light which is vertically polar-
ized in respect to the scattering plane is used for the illumination of
the sample. Therefore, a polarizer (P) is placed in the beampath. The
sample cuvette is immersed into a toluene bath in order to match its
refractive index with the environment for the prevention of reflection.
The vertically or horizontally polarized (A) portion of the scattered light
is collimated (C) and coupled into an optical fiber. The beam is split
and the two fractions of incoming photons are counted independently
by two avalanche photo diodes (APD). The signals are cross-correlated
by a hardware correlator which is connected to a PC.
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4.1.3. Data analysis

There exist several established methods to fit the ACF. In the next paragraphs,

the fit with a single exponential, the method of cumulant analysis, [106] the con-

cept of fitting with a Kohlrausch-Williams-Watts (KWW) function, [107,108] and

Provencher’s Contin algorithm [109,110] which have all been used in this thesis

will be introduced.

From the derivation shown in the previous section, the fit of the ACF (equation

4.5) with an exponentially decaying function is the most intuitive. The scattering

angle θ and the scattering vector q are known, therefore the diffusion coefficientD

can be calculated from the relaxation rate Γ . Single exponential fitting does not

account for the size and therefore diffusion coefficient distributions in a sample

and should only be used for rather monodisperse samples.

If a sample with narrow size distribution (∆RH

⟨RH⟩ ≪ 0.5%) is considered, cumu-

lant analysis conveniently fits the ACF. [106,111] A sum of exponentials is used to

fit the ACF

g1(q, t
′) = exp (−Γcumt

′)
(
1 +

κ2

2!
t′2 +

κ3

3!
t′3 + ...

)
. (4.10)

Γcum is the average decay rate. The quotient of the second cumulant κ2 and the

square of the average decay rate is the second order polydispersity index

σΓ =

√
κ2

Γ 2
cum

. (4.11)

If the broadening arises from a size distribution of the particles in our sample, the

size polydispersity can be calculated accordingly by inserting the Stokes-Einstein

equation into eq. 4.11. Note that cumulant analysis can only be used if the ACF

shows no or only little broadening and has a reasonable signal to noise ratio at

short times as only the first part of the ACF is fitted.

In the case of samples with a broader size distribution or distribution of diffu-

sion coefficients, the ACF can be fitted with a stretched exponential or so called

Kohlrausch-Williams-Watts function. [107,108,112] The ACF is treated as a distribu-

tion of a multitude of single exponential functions with distinct relaxation rates

Γ . The function is described by

g1(q, t
′) = exp(−ΓKWW t′)β (4.12)
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with the decay rate ΓKWW and the stretching factor β (0 < β ≤ 1) accounting for

the various diffusion rates. The mean relaxation time ⟨τKWW ⟩ which is the inverse

of the mean relaxation rate ⟨ΓKWW ⟩ can be calculated with the mathematical

Gamma function gamma(x): [113]

⟨τKWW ⟩ = 1

⟨ΓKWW ⟩
=

∫ ∞

0

dt′ exp
(
− (Γt′)

β
)
=

1

Γβ
gamma

(
1

β

)
. (4.13)

The error of the mean relaxation rate is calculated by

∆Γmean =

√√√√√
∆Γ

β

gamma
(

1
β

)
2

+

∆β
Γ

gamma
(

1
β

) [1− 1

β

d

dβ
gamma

(
1

β

)]2

(4.14)

Stretched exponential fits can be used for nearly any type of monomodal ACF

- for monodisperse samples, the stretching factor β equals one. However, this

stretching factor does not have any physical meaning, i.e. the polydispersity

index cannot be calculated from it.

Provencher’s Contin algorithm is another method to fit an ACF. [109,110] The

distribution of single exponentials which sum up to the heterodyne ACF g1(t
′)

is obtained by a regularized inverse Laplace transform of the ACF. It has the

advantage that it directly delivers information about the polydispersity.

Usually, ACFs are measured at several scattering angles θ and fitted separately.

The slope of the linear fit of decay rates Γ which are plotted against G2 equals

the diffusion coefficient D of the sample.

In the case of multimodal samples, i.e. if two kinds of particles with fairly dif-

ferent radii are present, the ACF can be fitted with either two single exponentials

or two KWW functions.

4.2. Surface plasmon resonance spectroscopy

4.2.1. Priniciple

Plasmons are the eigenmodes of electron density oscillations in the conduction

band of metals. They are induced by electromagnetic radiation, e.g. light. Sur-

face plasmons transversally propagate along the interface of a metal and a di-

electric, in contrast to bulk and particle plasmons which are the electron density
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oscillations within a bulk metal or within the volume of a nanoparticle. Zenneck

and Sommerfeld were the first who studied surface plasmons. [114,115] In order to

calculate the conditions for the exitation of a surface plasmon with light, the

conservation of momentum and energy must be obeyed. The momentum p of

an electromagnetic wave is connected to the wave number k by the de Broglie

equation,

p =
h

λ
= ~k. (4.15)

h and ~ are the Planck constant and the reduced Planck constant, respectively.

The energy of an electromagnetic wave is

E = ~ω (4.16)

with the angular frequency ω. In order to express the relation between the energy

and the momentum of an electromagnetic wave, the wavelength λ in equation 4.15

is substituted by

λ = c︸︷︷︸
=

c0√
ϵi

2π

ω
. (4.17)

The speed of light in the respective medium c can be calculated from the speed of

light in vacuum c0 and the complex refractive index n or the dielectric function

of the material, ϵi

n =
√
ϵiµi (4.18)

=
√
ϵ′i + iϵ′′i with µ ≈ 1 for non-magnetic materials. (4.19)

Note that the dielectric function and therefore the refractive index depends on

the frequency ω: ϵi = f(ω). Using equation 4.17 we can rewrite the de Broglie

equation 4.15 as

k = ω

√
ϵi
c0

. (4.20)

Equation 4.20 is called dispersion relation. It is valid for bulk media.

The dispersion relation of surface plasmons can be derived by considering the

boundary conditions [116]

kz1
ϵ1

=
kz2
ϵ2

. (4.21)
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Figure 4.4.: Schematic drawing of the total internal reflection of a photon coming
from a medium with the refractive index ñ1 hitting a medium with the
higher refractive index ñ2. kx is the x-component of the wave vector.

and

k2
x + k2

zi = ϵi

(
ω

c0

)
with i = 1, 2. (4.22)

They describe the special requirements for electromagnetic waves which are prop-

agating along the surface of a metal near a dielectric. By solving both equations

4.21 and 4.22, we obtain the dispersion relation of a surface plasmon

kx =
ω

c

(
ϵ1ϵ2

ϵ1 + ϵ2

) 1
2

. (4.23)

The surface plasmon can be excited by a laser beam which traverses a dielectric

of appropriate refractive index, e.g. a glass prism, and hits the surface of the metal

at a certain angle θi (figure 4.4). Only the part of the wave parallel to the surface

plays a role in surface plasmon excitation (figure 4.4). The dispersion relation

for only this part is given by

kx = ω
ϵi
c0

sin (θi) . (4.24)

In figure 4.5, dispersion curves of air and gold are shown. As mentioned above,

momentum and energy must be conserved during the exitation of a surface plas-

mon, the dispersion curves must intersect. This is never the case for air and the

surface plasmon at the gold-air interface, therefore the surface plasmon needs to

be excited by light coming from a dielectric of higher refractive index. In figure
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Figure 4.5.: The dispersion curve of the plasmon at the gold-air interface (—) never
intersects with the one of air (—), but with the one of N-LAK8 glass
(—). By turning the prism, kx is chosen in a way that the intersection
matches the laser frequency ωL.

4.5, the purple line depicts the dispersion relation for the optical glass N-LAK82

which intersects with the one of the surface plasmon. Only one angle θi exists

at which the dispersion relation of the surface plasmon and N-LAK8 intersect at

the frequency of the commonly used HeNe laser. This angle is called angle of

surface plasmon resonance, θSPR.

In practice, the excitation of a surface plasmon can be achieved following two

different approaches: The Otto or the Kretschmann setup. In the Otto setup

(figure 4.6a), the excitation beam is guided through a prism of highly refractive

glass. Between the prism and the gold layer is a narrow air gap, the surface

plasmon will be excited at the gold-air-interface facing the prism. The evanes-

cent fraction of the totally reflected excitation beam excites the surface plasmon,

limiting the air gap to less than 4000 nm. [117] The Kretschmann configuration

(figure 4.6b) is the more convenient approach because it does not require the

meticulous alignment of the prism in respect to the gold layer: A thin metal film

is deposited directly on the prism. The evanescent wave caused by total internal

reflection of the laser beam excites the surface plasmon which is again located at

the air-metal interface. This implies that the metal film needs to be sufficiently

thin to be penetrated by the evanescent part of the reflected beam. [118] For a

N-LAK8 prism, the gold layer thickness is typically 48 nm.

It is important to adjust the incident angle θi in order that its moment matches

2N-LAK8 is a highly refracting optical glass by Schott AG (n = 1.71 at visible wavelenghts).
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(a) (b)

Figure 4.6.: Schematic drawing of the (a) Otto and (b) Kretschmann configurations
for the excitation of surface plasmons. Note that in both cases the
surface plasmon is excited by the evanescent wave along the glass-air
or glass-metal interface resulting from total internal reflection.

the plasmon dispersion curve at the laser frequency ωL which usually cannot be

as easily changed. The details of the technical realization are described in the

next section.

4.2.2. Setup

Surface plasmon resonance (SPR) spectroscopy is a valuable tool in nano- and

biotechnology, e.g. for the sensing of nanoscale deposition of polymers or for

the measurement of antibody-antigen bindings. [119,120] The sensing application is

based on a change of the refractive index of the dielectric near the metal. This

leads to a change of the dispersion curve of the plasmon and therefore to another

angle of surface plasmon resonance at the given laser frequency (equation 4.20).

The measured parameter in SPR spectroscopy is the reflectivity in relation

to the angle. The prism (N-LAK8, Hellma GmbH & Co. KG) with the metal

layer (Kretschmann configuration) and with an attached sample cell (figure 4.8,

# 136.045-QS version 2, Hellma GmbH & Co. KG) is mounted on one and a

photodiode on the other circle of a two-circle goniometer (figure 4.7, 414a-10097,

Huber Diffraktionstechnik GmbH & Co. KG). The incident angle θi is varied

by turning the prism in the laser beam, the photodiode (220D, OSI Optoelec-
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4. Physical Methods

Figure 4.7.: Schematic drawing of the SPR spectroscopy setup. The beam of a
HeNe laser (λ = 633 nm, 1125p, Uniphase Corp.) passes a filter (F)
and a chopper (Ch) and is polarized horizontally (P) before it hits the
prism. The mirrors (M) and pinholes (PH) are for alignment purposes.
The intensity of the reflected beam is measured by a photodiode (PD)
in combination with a chopper and a lock-in amplifier and is saved with
the according incident angle on a computer.
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4.3. Resonance enhanced dynamic light scattering

tronics) is always located at 2θi. The photodiode is combined with a chopper

(197, EG&G) and a lock-in amplifier (5210, EG&G) to increase the signal-to-

noise ratio. The surface plasmon can only be excited by 90° polarized light,

therefore a polarizer is placed in the beampath. Reflectivity curves which plot

the intensity of the reflected light against the angle of incidence on the prism-

gold interface are recorded with Wasplas (Version 2.92, Andreas Scheller, MPI

for Polymer Research). For the thickness evaluation of deposited layers from a

measured reflectivity curve, the program Winspall (Version 3.0, Jürgen Worm,

MPI for Polymer Research) has been used.

4.3. Resonance enhanced dynamic light scattering

4.3.1. Principle

The electric field of a surface plasmon propagating along a metal-dielectric in-

terface penetrates to a certain depth into both of those media where its strength

decays exponentially. The distance from the metal-dielectric interface at which

the intensity – the square of the evanescent part of the electric field of the surface

plasmon – has decreased to E2 =
E2

0

e
is the penetration depth L⊥ which can be

calculated for a dielectric according to literature by [121]

L⊥,d =
c0
ω

√
−ϵ′m + ϵ′d

ϵ′d
. (4.25)

For a surface plasmon propagating along a gold-water interface, the penetration

depth into the water phase is L⊥,H2O
≈ 200 nm.

The surface plasmon also has a limited propagation length L||

L|| =

(
2

ϵ′′m
2(ϵ′m)

2

ω

c

(
ϵ′mϵd

ϵ′m + ϵd

) 3
2

)−1

(4.26)

which is in the range between 0.6 to 50 µm for gold. [122]

The evanescent part of the surface plasmon which penetrates into the dielectric

can be used as incident beam in a DLS experiment. In this configuration, the

scattering volume is determined by the penetration depth and not by the lenses

and pinholes used in the beam path of regular DLS. In the case of aqueous dis-

persions, only the colloids in the evanescent field near the gold-water interface
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scatter the light, i.e. within a range of 200 nm away from the interface. Con-

sequently, we obtain information about the diffusion properties of the particles

closer than this distance to the interface. This enables the investigation of the

effect of the surface on diffusion behavior.

In this thesis, nanoparticle diffusion near electrode interfaces is investigated.

The details of the experimental setup are described below.

4.3.2. Setup

The setup used for REDLS requires only minor changes of the one used for SPR

spectroscopy (figure 4.9). The main difference are the additional units for sin-

gle photon counting and correlation. The detection angle is changed from 50°

to 130° in respect to the gold-sample interface. The time-dependent intensity

of the scattered part of the evanescent electromagnetic field near the gold in-

terface caused by the surface plasmon is measured. A special quartz-glass cell

with a sample volume thickness of 100 µm is used to pass the light through and

minimize multiple scattering from spurious beams from reflections in the cell or

prism (figure 4.8). Single photon-counting devices are used as detectors. In this

thesis, four hybrid photodetectors (HPM-100-40, Becker & Hickl GmbH) have

been used. [123] To our knowledge, this is the first time this detector type is used

in a DLS setup. Hybrid photodetectors resemble to photomultiplier tubes: They

are vacuum tubes and they enhance the signal of incoming photons. However,

in hybrid photodetectors, the primary photoelectron is multiplied by hitting an

avalanche diode instead of the dynodes which are found in a photomultiplier.

Even if the gain of hybrid photodetectors is lower than the gain of photomulti-

plier tubes, [124] they have some advantages which play a role in DLS: First, they

do not show afterpulsing. [125] Usually this effect is avoided by the costly manner

of by splitting and cross-correlation of the signal which requires two detectors.

Second, they have a high quantum efficiency.

In this work, four of those detectors have been used in parallel, each connected

by an optical fiber (single mode fiber, λ = 630 nm, PMC-630-4-455, Schäfter +

Kirchhoff GmbH) to a collimator (focusable, 60FC-K-4-M12-33, Schäfter+Kirch-

hoff GmbH). The collimators are mounted with a holder which enables three

dimensional alignment (KineMATIX-P2, Qioptiq Photonics Ltd.) onto the go-

niometer plate. Glan-Thompson polarization prisms (10−5 extinction ratio, Bern-

hard Halle Nachfl. GmbH) in front of the collimators ensure that only horizontally
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4.3. Resonance enhanced dynamic light scattering

Figure 4.8.: The cell is fixed directly at the gold layer which creates a metal-glass
sealing as shown in the schematic drawing.

polarized light, i.e. with the same polarization as the surface plasmon, is coupled

into the fibers. The detectors are located at a defined angle of 20° to each other.

This multi-angle REDLS setup enables the measurement at four different angles

at the same time. This is especially interesting for samples that age or deposit

during time because all angles have been measured at the same state of the sys-

tem. In addition, it speeds up the measurement time by four. The detectors are

connected to a hardware correlator with four input channels (DPC-230, Becker

& Hickl GmbH) which assigns time-tags to the incoming signals and correlates

them using a multi-τ algorithm.

To perform REDLS measurements near an electrode, a sample cell which en-

ables the application of electric fields has been developed. In this sample cell,

one electrode is the gold film which is also used for the generation of the surface

plasmon. This is the electrode at which be observe the nanoparticle behavior. A

300 nm indium tin oxide (ITO) layer which has been sputtered (Auto 500, Ed-

wards) on the inner side of a standard flow through cell (# 136.045-QS version

2, Hellma GmbH & Co. KG) serves as the counter electrode. An insulating tape

(tesar 51408 Kaptonr, 65 µm thickness, Tesa SE) is used for insulation of the

ITO electrode against the gold electrode at the sealing part of the sample cell (fig-

ures 4.10a and 4.10b). By connecting the gold electrode and the ITO electrode to

the output of a function generator (Function generator 8021, Tabor Electronics),

electrical potentials can be applied to the sample with the field perpendicular to

the gold electrode (figure 4.10c). The large electrode area in combination with

the small distance between the electrodes guaranties a homogeneous field and

allows the application of comparatively high field strengths even at low voltages.

Before any REDLS measurement, the angle of surface plasmon resonance of
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Figure 4.9.: Schematic drawing of the REDLS setup. It is in most parts equivalent
to the SPR setup (figure 4.7). Either the – in respect to the scattering
plane – horizontally or vertically polarized fraction of the scattered light
are detected by adjusting the polarizers (A) accordingly. The light
is coupled into fibers by collimators (C), and guided to single-photon
counting detectors (Det) which are connected to a correlator. Note
that the detectors used do not show correlated afterpulsing. Therefore
all four detectors are located at different angles.

.
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(a) (b)

(c)

Figure 4.10.: (a) Schematic drawing of the cross-section of the sample cell for mea-
surements in the electric field. (ITO) is the sputtered conductive in-
dium tin oxide electrode, (K) is the Kapton tape for insulation against
the gold electrode and (C) are the electrical contacts which are con-
nected to a function generator (FG). (b) Photograph of the sample
cell with a sputtered layer of ITO and Kaptonr for insulation. (c)
Photographs of the holder for the sample cell and prism including the
extension for measurements in the electric field: (A) and (B) are the
electric spring contacts.

the respective sample was detected. The ACFs shown in this thesis are averages

over several consecutive runs during which individual ACFs have been obtained.

By this procedure it is possible to exclude experimental runs hampered by strong

signals from dust particles or gas bubbles.

4.3.3. Data analysis

The functions used for fitting REDLS ACFs are equivalent to those for the evalua-

tion of DLS (section 4.1.3). However, some care should be taken when calculating

the scattering vector because the use of a triangular prism does not allow a ”per-

fect” alignment in which the the gold surface is located in the turning center of

the goniometers and at the center of the surface plane at the same time. REDLS

measurements are only possible in the latter case, therefore the scattering angle
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Figure 4.11.: Shift of angle due to the difference of the refractive indices of the
sample and air.

has a systematic error. However, due to long distance between the collimator and

the gold layer in comparison to the shift of the layer out of the turning center,

this limits to ±1°. However, there is another systematic error by the shift of the

beam due to refraction when it is passing from the sample through the quartz

glass of the sample cell into air (see figure 4.11) which needs to be corrected by

calculating the actual scattering angle using the equation

θ = θgonio arcsin

(
nsample

nair

)
(4.27)

with the goniometer position θgonio and the refractive indices n of the respective

sample and air.

In addition, all errors in regular DLS have also been considered, e.g. tempera-

ture fluctuations when diffusions coefficients are derived from the relaxation rate

Γ . The temperature-induced fluctuation of viscosity is the most crucial parame-

ter here. Assuming a temperature during the measurement of T = (294± 1 )K,

the dynamic viscosity of water fluctuates around η = (0.981± 0.029)mPa s. As

the diffusion coefficient D depends linearly on the viscosity, its relative error

equals the relative error of viscosity,

∆relΓ = ∆relη = 3.0%. (4.28)
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4.4. Cyclic voltammetry

Cyclic voltammetry is a method to detect and characterize electrochemical reac-

tions of a given sample at electrodes. Two electrodes and a reference electrode are

immersed into the sample. A triangular voltage is applied between the working

and the counter electrode (FG). The current is measured and automatically plot-

ted against the voltage at the working electrode by a potentiostat (PGSTAT302,

Autolab). Electrochemical reactions appear as peaks in this cyclic voltammo-

gram trace. One reaction, i.e. oxidation or reduction, can result in more than

one peak when it involves several steps like adsorption at the electrode before

reduction.

In this thesis, cyclic voltammetry has only been used to verify that not electro-

chemical reactions are occurring in the investigated voltage range. However, the

method can also be used to determine the standard potentials of electrochemical

reactions.

4.5. Experimental details

For the deposition of gold layers necessary for the excitation of the surface plas-

mons on 25mm Ö 25mm N-LAK8 glass substrates (Hellma Analytics). They

have been immersed in a 2% solution of Hellmanex (Hellma Analytics) in MilliQ-

H2O and irradiated with ultrasound for 15 min. Afterwards they were thoroughly

rinsed with running MilliQ-H2O and washed with ethanol before they have been

dried in a nitrogen stream. 1 nm of chromium has been vapor deposited on the

slides to ensure adhesion of the gold layer which has been evaporated directly af-

terwards (Edwards Auto 306, evaporation rate 0.2 nm/s, final thickness 48 nm).

The substrates have then been glued to a N-LAK8 prism with an index matching

oil (Cargille-Sacher Laboratories Inc.). A new gold layer has been used for every

series of REDLS experiments.

If a negatively charged gold surface was desired to prevent adsorption of the

nanoparticles, the gold layer was immersed in a 1mM solution of 11-mercapto-

undecanoic acid (95%, Sigma-Aldrich GmbH) in ethanol for at least 24 h. The

gold layer was washed with ethanol afterwards and dried in a nitrogen stream.

The particle samples have been injected with a syringe through a filter (pore

size 0.45 µm, Millex HA, Merck Millipore) into the sample cell.
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5.1. Functionalized nanoparticles for biomedical

applications

Poly(lactic acid) (PLA)-based nanoparticles with enhanced stability in environ-

ments of high ionic strengths as well as with fluorescent labeling were prepared.

The goal was to obtain nanoparticles with covalently and therefore stably bound

carboxyl- and fluorescent functionalization.

Two different routes were established to prepare polymer nanoparticles with

the desired properties (figure 5.1). First, an oligo(lactic acid)-based (OLA-based)

macromolecule with polymerizable double bond was synthesized from lactide and

hydroxyethyl methacrylate (HEMA) in bulk and solution polymerizations. Three

macromolecules with different molecular weights have been obtained and the

most suitable one, i.e. the one with the highest molecular weight, was used for

the copolymerization step with acrylic and methacrylic acid (AA and MAA) in

different ratios. Additionally, the HEMA-OLA macromolecule was copolymerized

with a fluorescent dye.

The (HEMA-OLA)-MAA copolymer with the most promising properties in

terms of molecular weight as well as number of acid units in the chain and the

fluorescently labeled macromonomer were chosen for the preparation of nanopar-

ticles in a miniemulsion solvent evaporation process. Following another route,

HEMA-OLA and methacrylic acid were used as comonomers in the miniemulsion

solvent evaporation process. In order to evaluate the nanoparticle properties,

control particles without any functionalization were prepared from HEMA-OLA

without the addition of a comonomer.

The details of the single preparation steps and comparison of the different

products obtained from each stage are discussed in the following sections.
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Figure 5.1.: Routes to the functionalized particles described in this chapter. The
most suitable intermediate products used in the following step are
marked by the bold frames. The ratios given are molar ratios.

Figure 5.2.: Reaction equation of the ring-opening polymerization of lactide in the
presence of HEMA and the catalyst tin(II) 2-ethylhexanoate.

5.1.1. HEMA-OLA with polymerizable double bond

An OLA with polymerizable double bond was synthesized by a tin(II)-catalyzed

ring opening polymerization of lactide. As described in section 3.1.2, this reaction

is cocatalyzed by alcohols. The alcohol is the unit of the resulting polymer and

is linked to it by an ester bond. A copolymerizable vinyl group in the OLA chain

can be obtained by using an unsaturated alcohol like hydroxyethyl methacrylate

(HEMA) as cocatalyst (figure 5.2). The reaction was carried out in bulk following

a previously published procedure [102] and in solution in adaption to a similar

synthesis. [126] The obtained HEMA-OLA macromolecules were characterized by
1HNMR and GPC. Depending on the feed ratio of HEMA and lactide, HEMA-
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Table 5.1.: GPC and 1HNMR data of the three different HEMA-OLAs synthesized
in bulk (B1, B2) and in solution (S1). The repeat unit refers to the one
in figure 5.2. Reprinted with permission. [127]

GPC 1H NMR
Sample nLactide:nHEMA Mn Mw D Mn repeat units

B1 9:1 1731 2779 1.61 1714 11
B2 15:1 2598 3498 1.35 2290 15
S1 15:1 1361 2743 2.02 1858 12

Figure 5.3.: Chemical structure of the BODIPY dye B612-MA.

OLAs with different molecular weights have been obtained because a different

number of propagation reactions took place at the same time (table 5.1). The

product of the solution polymerization (S1) had a broader size distribution than

the rather monodisperse products from the bulk polymerization (B1 and B2).

This is not typical because the products of solution polymerizations are usually

less polydisperse due the constant viscosity and the better heat transfer in diluted

reaction mixtures. The GPC and 1HNMR results for the bulk oligomers were

well in accordance with previously published ones (figure 5.6). [102]

For the preparation of nanoparticles, polymers of high molecular weight are

favored as their higher entanglement prevents diffusion of the polymer out of

the particle during the formulation process. Thus, the heavier of the HEMA-

OLAs prepared in bulk polymerization, namely sample B2, was used for the

copolymerization step with (meth)acrylic acid and a fluorescent dye.
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5.1.2. Synthesis of functionalized HEMA-OLA

For the synthesis of carboxyl-functionalized and fluorescently labeled OLA-based

copolymers, the HEMA-OLA sample B2 was copolymerized with acrylic and

methacrylic acid as well as with a fluorescent, copolymerizable dye from the

BODIPY family, B612-MA (figure 5.3). The HEMA-OLA and acrylic acids or

methacrylic acid have each been used in a 1:1 and a 1:3 molar ratio (figure

5.4). The molar mass of the macromolecules increased approximately by a factor

of two during the copolymerization (table 5.2). The amount of the acid units

in the copolymer was determined by potentiometric titration. As expected, the

copolymers prepared with the higher molar ratio of acid monomer to HEMA-OLA

contain more acid units. The difference is more significant for the methacrylic

acid copolymer than for the acrylic acid one. All copolymers contain more acid

units than it would have been expected from the feeding ratio. This might be

due to the partial hydrolysis of the ester bonds of the HEMA-OLA fraction of

the copolymer chain. The resulting carboxyl groups also contribute to the total

number of acid units.

The copolymers were also characterized by 1H NMR. The signals of the acrylic

and methacrylic acid units could not be resolved by 1HNMR because they are

located at δ = 1.14 to 1.32 ppm and δ = 1.54 to 2.16 ppm and therefore over-

lap with the peaks caused by the OLA-chains in this range (figure 5.7). [128] The

relative number of HEMA-OLA vinyl groups is decreasing as determined by com-

parison of the integrals of peaks a and b from the vinyl group against the one of

peak c from the chain. According to the conversion that is 22% in the case of

(HEMA-OLA)1Ö-MAA3Ö, not all vinyl groups reacted during the polymeriza-

tion. This might be due to the low polymerization rate of the HEMA-OLA due

to the sterical demands of the oligomer. Low reaction rates of the HEMA-OLA

mean that competitive radical-catching reactions, e.g. with the solvent or impu-

rities, are gaining importance. Experiments on the copolymerization kinetics of

methyl methacrylate and a HEMA-caprolactame which is structurally very sim-

ilar to HEMA-OLA have proven that the copolymerization is nearly ideal. [129]

The Q-e scheme in figure 5.5 shows that the values of acrylic acid and methacrylic

acid are even closer to those of HEMA than those of methyl methacrylate. Thus,

homopolymerization can be excluded in our case.

A fluorescently labeled polymer was synthesized by copolymerization of HEMA-

OLA B2 and a fluoroescent dye of the BODIPY family. This dye was chosen
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Figure 5.4.: Reaction equation of the copolymerization of HEMA-OLA with
methacrylic acid as an example. Adapted with permission. [127]

Figure 5.5.: Q-e scheme of the relevant monomers. Values are taken from litera-
ture. [130,131]
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Table 5.2.: Results from GPC and potentiometric titration of the (meth)acrylic acid
and dye copolymers. Adapted with permission. [127]

Sample MN MW PDI Acid units
(g/mol) (g/mol) (wt%)

(HEMA-OLA)1Ö-AA1Ö 3535 5678 1.61 27.3
(HEMA-OLA)1Ö-AA3Ö 3709 4197 1.13 29.1
(HEMA-OLA)1Ö-MAA1Ö 3290 4229 1.29 14.8
(HEMA-OLA)1Ö-MAA3Ö 3209 3920 1.22 22.6
(HEMA-OLA)-(B612-MA) 4154 7053 1.91 -

because of its high quantum yield and excellent solubility in toluene. [132] Like

the acidic copolymers, the product was characterized by GPC and 1HNMR. The

GPC results reveal the success of the polymerization (table 5.2) as does the de-

crease of the integrals caused by vinyl protons in the 1HNMR spectrum (figure

5.8). The dye units in the copolymer cannot be resolved by 1HNMR because

their concentration is below the resolution of the method.

The conversion of the copolymerization of HEMA-OLA and B612-MA is 34%,

but experiments on the reaction kinetics have shown that the conversion of the

radical homopolymerization of HEMA-OLA or its copolymerization with the

BODIPY dye could be increased by further addition of initiator (figure 5.9).

For the preparation of nanoparticles, only the (HEMA-OLA)1Ö-MAA3Ö co-

polymer was used due to its high number of acid units. The (HEMA-OLA)1Ö-

AA1Ö and (HEMA-OLA)1Ö-AAÖ carry even more acid units but are better

soluble in water. Thus, their chance of escaping from the chloroform droplets

or from the particles during the miniemulsion solvent evaporation step is higher.

This would lead to an unsolicited loss of functional groups in the particle.

5.1.3. Nanoparticle formulation

Two different types of PLA-based nanoparticles were prepared in a miniemulsion

solvent evaporation procedure: Nanoparticles with additional carboxyl groups

on their surface and nanoparticles with fluorescent labeling. Two different pro-

cedures were applied (figure 5.10): In the first procedure, the one-step approach,

the copolymerisation step and the particle formation step by miniemulsion sol-

vent evaporation were carried out simultaneously. Methacrylic acid, HEMA-OLA
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Figure 5.6.: 1HNMR of HEMA-OLA sample B2 in chloroform. Reprinted with per-
mission. [127]

Figure 5.7.: 1HNMR of (HEMA-OLA)1Ö-(MAA)3Ö in chloroform.
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Figure 5.8.: 1HNMR of (HEMA-OLA)-(B612-MA) in chloroform.

Figure 5.9.: Conversion of the copolymerization of HEMA-OLA and B612-MA. The
arrows indicate further addition of initiator.
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Figure 5.10.: Schematic drawing of the two procedures to prepare the nanoparticles.
Adapted with permission. [127]

B2, the oil-soluble azo initiator V70, and preformed PLA are together dissolved

in chloroform. The solution was dispersed in an aqueous solution of sodium do-

decyl sulfate (SDS). HEMA-OLA and the methacrylic acid are copolymerizing

while the chloroform is evaporated. In the second, the two-step procedure, the

copolymer was prepared in a separate step as described in section 5.1.2 and used

together with PLA in the miniemulsion solvent evaporation procedure.

Both approaches have their advantage and disadvantage: The one-step proce-

dure is less time-consuming because the copolymer does not need to be isolated

and purified. Additionally, the concentration of the reaction mixture increases

during the copolymerization and thus its speed. The drawback is that the solvents

used in the miniemulsion solvent evaporation procedure must have a low boiling

point. THF and chloroform, which meet this requirement, are not ideal solvents

for radical polymerizations due to their high transfer rate. Another disadvantage

is that methacrylic acid dissolves to a certain amount in water, therefore it might
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Table 5.3.: Hydrodynamic radius RH, polydispersity index PDI, ζ-potential, area
density of carboxyl groups ρCOOH, and number of carboxyl groups per
particle NCOOH of the prepared PLA nanoparticles. Adapted with per-
mission. [127]

Sample RH PDI ζ-pot. ρCOOH NCOOH

(nm) (mV) (µmol m-2) (per particle)

PLLA/HEMA-OLA 46 0.10 -38 0.179 3.15× 103

PLLA/(HEMA-OLA)-MAA-1step 43 0.11 -51 0.488 6.83× 103

PLLA/(HEMA-OLA)-MAA-2step 43 0.10 -48 0.491 6.88× 103

PLLA/(HEMA-OLA)-(B612-MA) 46 0.07 -41 0.115 2.09× 103

migrate from the oil to the water phase during the reaction. Toluene has a by

four times lower transfer constant and is used as solvent for the copolymerization

in the two-step procedure. The copolymer is isolated and purified before it is

used in the miniemulsion and solvent evaporation step, therefore only covalently

bound carboxyl units are present in the nanoparticle.

The size of the particles, i.e. their hydrodynamic radius RH , was measured

by DLS. ζ-potential measurements and surface charge titrations (table 5.3) were

performed in order to characterize their surface charge properties. The particle

radii and PDI are in the range of 45 nm and 0.1 for all particles. This meets

the expectations because they depend only on the amount of surfactant as well

as the ultrasound amplitude and duration during the emulsification step which

have been identical in all particle preparations. A TEM image of the particles

prepared in the two-step procedure is shown in figure 5.111, the size distribution

as determined by Contin analysis of DLS data in figure 5.12. The ζ-potentials

and carboxyl group densities of the particles are higher for both procedures than

for control particles which have been synthesized without methacrylic acid.

The high number of carboxyl groups on the particle surface also increases their

stability under salty conditions. This was verified by DLS experiments. Sam-

ples of dialysed particle dispersions in NaCl solutions of concentrations between

0 and 100mM as well as in phosphate buffered saline (PBS, 0.138mol/L NaCl,

0.0027mol/L KCl, pH 7.4 at 25 ◦C) have been prepared and analyzed by DLS.

The representative ACFs in figure 5.13 show that the control particles can with-

stand only the pure water and 1mM NaCl solutions. They agglomerate in salt

1Cryo-TEM imaging courtesy of (Name aus Datenschutzgründen online nicht verfügbar).
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Figure 5.11.: Cryo-TEM image of the PLLA/(HEMA-OLA)-MAA-2step particles.

Figure 5.12.: Contin fits of DLS. The purple line refers to the control sample, the
orange and blue lines to the carboxyl-functionalized particles prepared
in the one-step respectively two-step procedure, and the green line to
the fluorescently labeled particles.
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solutions of 5mM and higher concentrations. The carboxyl-modified nanoparti-

cles are more stable, the ones prepared in the one-step procedure agglomerate

only at 10mM and higher salt concentrations, the ones prepared in the two-step

procedure only at 100mM and in PBS that is used to check the particle properties

under physiological conditions.

Following the two-step procedure, also fluorescently labeled nanoparticles have

been prepared. They have the same size and surface charge characteristics as

the control particles (table 5.3). The absorption spectrum shows that the most

distinct absorption maximum of the fluorescent copolymer and the nanoparticles

is at λ = 509 nm (figure 5.14). Two secondary maxima at 470 nm and 530 nm are

found in the spectrum of the copolymer, but are not resolved in the one of the

nanoparticles. The absorption of BODIPY dyes is very sensitive to the chem-

ical composition of the surroundings of the molecule, therefore the absorption

curve of the labeled nanoparticles in water differs from the one of the (HEMA-

OLA)-(B612-MA) in chloroform. [133,134] The successful labeling of the particle

was checked by FCS. The hydrodynamic radius determined by sigmoidal fitting

of FCS ACFs according to equation 3.16 was the same as the one obtained from

cumulant fits of DLS data which proves the successful labeling. No fast process

was present in the ACF which would indicate the presence of free, unbound dye

molecules.

In order to check the stability of the labeling, the same sample was remeasured

by FCS ten days later. This ACF was equivalent with the previously measured

one, thus it can be concluded that the dye is stably bound and will not be released

even in long-term imaging experiments, e.g. studies of the cellular nanoparticle

uptake.

Overall, the experiments show that HEMA-OLAs are a good starting point for

the synthesis of functionalized PLA-based nanoparticles. The copolymer can be

synthesized in situ during the miniemulsion solvent evaporation procedure. The

properties of nanoparticles formulated following this one-step procedure differ

only slightly from those of the particles prepared by the two-step procedure in

which a separately prepared copolymer is used.
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(a)

(b)

(c)

Figure 5.13.: Stability of the carboxyl-functionalized nanoparticles as measured by
DLS. Row (a) refers to the control nanoparticles, row (b) to the
nanoparticles prepared by the one-step procedure, and row (c) to the
ones prepared by the two-step procedure. The left column shows
the ACFs at q = 1.2× 107m=1 of the respective samples, the right
column contains the diffusion coefficients determined from KWW fits
of the ACFs. Reprinted with permission. [127]
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5. Results and discussion

Figure 5.14.: Absorption curves of the (HEMA-OLA)-(B612-MA) copolymer
in chloroform (green) and the PLLA/(HEMA-OLA)-(B612-MA)
nanoparticles in water (orange).

Figure 5.15.: Normalized autocorrelation curves from the FCS measurements of a
dilute dispersion of the PLLA/(HEMA-OLA)-(B612-MA) nanoparti-
cles one day (blue squares �) and eleven days (orange circles #)
after preparation. Adapted with permission. [127]
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5.2. Nanoparticle dynamics near an electrode

5.2. Nanoparticle dynamics near an electrode

5.2.1. Studied sample

The dynamics of polystyrene nanoparticles near a gold electrode has been inves-

tigated using REDLS with the setup described in section 4.3.2.

Instead of the particles which have been prepared according to the previous

section, polystyrene particle size standards have been used in the following ex-

periments due to their near-monodisperse size distribution. This is reasonable

because the polymer composition does not directly affect the electrophoretic prop-

erties of particles which are determined by their surface charge. Table 5.4 sum-

marizes the properties of the investigated particles, a SEM image is shown in

figure 5.16. Of special interest for our experiments are the particle diameter

which determines their thermal velocity (equation 2.8), the bulk electrophoretic

mobility which characterizes the velocity at which nanoparticles are moving in an

external electric field (equation 2.43), and the salt concentration in our sample

which determines the Debye lengths of the electrode and the particles (equation

2.8).

Figure 5.17 depicts the scales at which our observations and parameters are

taking place. Note that the intensity of the light scattered by a particle depends

on its distance from the electrode as the evanescent field of the surface plasmon

is exponentially decaying with the distance from the gold electrode.

To verify the absence of electrochemical reactions within the observed voltage

range, cyclic voltammetry measurements have been performed. Figure 5.18 shows

the cyclic voltammogram of a 1mM NaCl solution without and with polystyrene

nanoparticles. The curves show the same peaks, thus electrode processes in which

Table 5.4.: Parameters of the polystyrene nanoparticle dispersion used in the REDLS
experiment.

Property Value Source

particle diameter (40± 1) nm DLS
electrophoretic mobility (=3.37± 0.06)× 10=4 cm2V=1 s=1 Zetasizer
particle concentration 0.1 wt% datasheet
NaCl concentration 10mmol L=1 calculated
Debye length 3 nm calculated
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5. Results and discussion

Figure 5.16.: SEM image of the d = 40 nm polystyrene nanoparticles used in the
REDLS experiment.

Figure 5.17.: Original scale ratios for the REDLS experiment in an electric field.
A part of the gold layer of 48 nm thickness (gold) is shown with the
fraction of the surface plasmon (red) that penetrates L⊥,d = 200 nm
into the sample solution (blue). The particle with the diameter d is
depicted in gray. The Debye lengths λD = 3nm of the gold surface
and nanoparticle are also marked.
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5.2. Nanoparticle dynamics near an electrode

Figure 5.18.: Cyclic voltammogram of an aqueous solution of 1mM NaCl without
(blue) and with (orange) dispersed polystyrene nanoparticles. The
traces were measured at 100mV/s.

the nanoparticles are involved can be excluded. In the voltage range that is

considered in the REDLS experiment, only peaks caused by the adsorption and

desorption of water are found at ca. =1V (Pt-H) and =0.25V (Pt-OH).

5.2.2. The ACF of REDLS experiments at an electrode

interface

Figure 5.19 shows the ACFs of the nanoparticles without the application of any

field near a gold surface with a negative surface charge2 and near a gold elec-

trode while a symmetric square-wave voltage of 1V and 1Hz has been applied.

The ACF obtained without the application of any field shows one process. It

can be fitted by either a single exponential or a KWW function. The relaxation

rates are ΓSng = (1.93± 0.04)× 10=3 s=1 and ΓKWW = (1.31± 0.01)× 10=3 s=1

for the single exponential and KWW fit, respectively. They are both signifi-

cantly lower than the particle diffusion coefficient measured by bulk DLS which

is Γbulk = 3.98× 10=3 s=1 at the same scattering vector q = 18.7× 106m=1. The

low velocity of the particles is attributed to hydrodynamic interactions with the

surface (section 2.3). The low KWW stretching factor β = 0.754 ± 0.006 com-

pared to the bulk measurement β = 0.974± 0.013 is due to the high penetration

length of the surface plasmon in comparison to the particle radius. The smaller

2The gold surface has been functionalized with 1-mercaptoundecanoic acid.
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(a) (b)

Figure 5.19.: ACFs obtained in REDLS measurements at q = 18.7× 10=6m=1

(a) without the application of a voltage and (b) when a square-wave
voltage of 1 V and 1Hz has been applied. Black circles (#) are the
experimental data in both plots. In (a), the orange (–) and green (–)
lines represent the fit by a single exponential and a KWW function.
In (b), the green line represents the fit with equation 5.1 in which
the relaxation rate of the fast process has been fixed at the value
obtained for the relaxation rate without the application of any field,
Γexp = ΓE=0,Sng. Consequently, the stretching factor β = 1 also has
been fixed. The green line represents a fit with all parameters free to
vary.

the particles, the more pronounced is the broadening of the ACF. [135] The effect

of the gold surface on the particle dynamics, e.g. due to hydrodynamic interac-

tions, varies depending on their distance from the surface.

Taking a look on the ACF obtained during the application of an AC electric

field on the sample, the major difference is that two processes can be distin-

guished. The first is expressed in the ACF as an exponential decay, the second

as a damped periodic oscillation. The ACF can be fitted with a function of the

form

g1(t) = A · exp(− (Γexpt)
β)︸ ︷︷ ︸

fast process

+B · cos (ωcost) · exp (−Γcost)︸ ︷︷ ︸
slow, periodic process

(5.1)

where A and B are the amplitudes of the purely exponential and periodic part,

Γexp, Γcos the respective decay rates, β the stretching factor, ωcos the cosine

frequency, and t the lag time.

The decay rate of the fast process remains in the same range for all volt-

age amplitudes and frequencies (figure 5.20). The average values are Γexp =

(1.78± 0.41)ms=1 and Γexp = (1.05± 0.30)ms=1 for the single exponential and
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5.2. Nanoparticle dynamics near an electrode

(a) (b)

Figure 5.20.: Relaxation rates of the exponential, fast process of the ACFs measured
with and without the application of an electric voltage. Orange circles
( ) and green triangles (L) represent the results obtained by fitting
with a single exponential and KWW function, respectively. The lines
mark the averages.

the KWW fit, respectively. The errors are the respective standard deviation.

Due to the fact that this exponential process seems to be identical with the one

measured without the application of any field, it can be attributed to the thermal

motion of the particles which is still present if they experience an external, di-

rected force. The values from the fit with a single exponential are always higher

than the ones obtained with the KWW fit. This is due to the fact that the

single exponential underestimates the ”tail” of the ACFs which is in our case in

the range of 10−3 to 10=2 s. It is attributed to hydrodynamic interactions of the

nanoparticles with the electrode surface as well as to the reversible adsorption

and desorption of particles to the solid surface. [43,136,137] The relatively large er-

rors are mainly due to the low signal-to-noise ratio in the sub-millisecond regime.

One reason for this is the limited correlation time in the electric field to make

sure that the system stays in the same state and the other reason is that only a

fraction of the particles causes the second process. This will be explained in the

next sections that focus on the periodic process and its relation to the amplitude

and frequency of the applied voltage.

5.2.3. Effect of the AC frequency on the nanoparticle

dynamics

For the following experiments, REDLS measurements have been performed at

various frequencies from fAC = 0.6 to 10Hz at a fixed voltage of V = 1V.
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5. Results and discussion

Figure 5.21.: Frequency of the periodic slow process observed in the ACF versus the
frequency of the applied voltage. The gray line (–) represents fcos =
fAC; ωcos = 2πfcos.

The major effect of a changing AC frequency is that the frequency of the

ACF changes accordingly (figure 5.21). The particles move periodically away

and towards the electrode with the alternation of the AC voltage. The closer

they are to the electrode, the higher the intensity of the evanescent field and

thus the intensity of the scattered light (figure 5.17). Additionally, we expect the

particles not to be equally distributed in the sample cell if a voltage is applied.

Moreover, the local particle concentration near the oppositely charged electrode

should be increased, giving another reason for the periodic fluctuation of the

scattering intensity. The ACF of a periodic function is always also periodic and

has the same frequency. In our case, the amplitude of the electric part of the

scattered field E(t) =
√
I(t) is periodic

Esc(t) = Esc(t+ nT ), (5.2)

therefore

g1(nT ) =

∫ +∞

−∞
E(t) · E(t+ nT )dt =

∫ +∞

−∞
E(t) · E(t) = g1(0). (5.3)

Not only the frequency of the damped cosine depends on the frequency of the

74



5.2. Nanoparticle dynamics near an electrode

applied voltage, also its relative amplitude

Acos =
Acos

Aexp + Acos

(5.4)

varies (figure 5.22). To explain those observations, we have to take a closer

look at the processes near the electrode interface during one AC period. As

soon as the electrode is becoming anodic, the negatively charged nanoparticles

start moving towards the electrode, the particle concentration near the interface

increases thereby. At higher concentrations, i.e. higher volume fractions, the

mean free path and therefore the diffusion coefficent of the particles is lower.

Michailidou and coworkers found in evanescent wave DLS that at volume fractions

around ϕ = 0.36, the diffusion coefficient of particles is decreased by a factor

of four compared to ϕ = 0.002. [138] In our scenario, volume fractions near the

electrode of ϕ = 0.33 are feasible (calculation in appendix A.2). Those relatively

ordered particles very near to the electrode interface collectively move up and

down as the electrode voltage cycles, giving rise to the damped cosine in the ACF.

Farther away from the electrode, the particle concentration is lower, the mean

free path is not decreased by neighboring particles at close distances. Brownian

motion determines the particle diffusion, giving rise to the exponential decay in

the ACF.

This model fits the observation that the periodic process is only observed at

lower frequencies around 1Hz. The ordering of the particles which leads to high

volume fractions near the electrode takes some time, probably longer than the

50ms available in half a period of an AC field with a frequency of 10Hz. However,

this model does not explain the increase of Acos with frequency in the range

between 0.6 and 1.4Hz. Our findings for the low frequency range can be explained

by electrode polarization: If an AC voltage is applied, electrodes immersed in

electrolytes polarize, i.e. an electrochemical double layer forms at their surfaces

and partially shields the electrode charge towards the neighboring medium, in our

case the nanoparticle dispersion. At low frequencies, the time during which the

applied field is pointing towards one direction is long enough that a completely

closed electrochemical double layer can build up. At higher frequencies, it only

forms partially, leading to a higher potential in the medium next to the electrode

and a longer Debye length. Mirtraheri and coworkers [139] who investigated the

frequency-dependent polarization of a gold electrode in NaCl solutions of different
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5. Results and discussion

Figure 5.22.: Amplitude fraction of the damped cosine of the ACF versus the applied
AC frequency. The orange circles ( ) and green triangles (L) represent
the values obtained by fitting with a single exponential and a KWW
function for the exponential part.

concentrations showed that the polarization is decreasing with increasing AC

frequency. This means, the electrostatic interaction between the electrode and

the particles is getting stronger with increased AC frequency. Consequently, the

particles are stronger influenced by the electrode at higher AC frequencies. Only

at sufficiently high frequencies, in our case at 10Hz, the time needed to achieve a

high volume fraction near the electrode plays a role. In this case, only Brownian

motion is observed in the REDLS experiment.

This does not mean that the particles are not affected by the electrode – it

might be that only a small fraction of them is affected by the changing potential

of the electrode. In this case, the signal caused by them just might be not resolved

against the much stronger signal caused by the particles which are undergoing

free Brownian motion. However, the signal can be resolved in a fluorescence

correlation experiment. Thus, the sample of fluorescently labeled polystyrene

nanoparticles with carboxyl groups on their surface, the same diameter of 40 nm,

and about the same ζ-potential is used instead of sulfonated polystyrene nanopar-

ticles (table 5.5). An edge filter with a cut-off wavelength of λ = 650 nm has been

added to the detection beam path to ensure detection of light emitted by the fluo-

rescence of the particles only. As in the REDLS experiment, the fluorescent light

was detected using single photon-counting detectors and correlated for analysis

of the ACFs.
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5.2. Nanoparticle dynamics near an electrode

Table 5.5.: Parameters of the fluorescent particle sample.

Property Value Source

particle diameter 40 nm datasheet
electrophoretic mobility =2.67 cm2V=1 s=1 Zetasizer
particle concentration 0.1 wt% datasheet
NaCl concentration 1mM calculated
Debye length 10 nm calculated

Figure 5.23.: Example of an ACF obtained in a fluorescence experiment under the
application of an AC voltage (V =1V, f = 1 kHz).

The exponential decay cannot be detected by this experiment because the ran-

dom fluctuation of the fluorescence intensity compared to the overall fluorescence

intensity emitted by the sample is negligible at our high concentration compared

to regular FCS experiments. Only the particles which are closest to the electrode

and periodically approach and retract from it are causing a signal which can be

fitted with a damped cosine function (figure 5.23 and appendix B.2)

g1(t) = A exp (−Γcost) cos (ωcost) (5.5)

where A is the amplitude, Γcos the decay rate, ωcos the frequency, and t the lag

time.

Figure 5.24 shows that just as in the case for the lower frequencies in the

scattering experiment, the cosine frequency of the ACF equals the frequency of

the applied AC voltage. With this dataset of a wide range of frequencies, the
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Figure 5.24.: Cosine frequency versus AC frequency measured in the fluorescence
experiment. The gray line (–) represents fcos = fAC; ωcos = 2πfcos.

frequency-dependence of the damping constant also can be analyzed. It increases

linearly with the applied frequency (figure 5.25). This confirms our idea that the

volume fraction of the particles is increasing near the electrode with the time

elapsed since it is negatively charged. The lower the frequency, the more time

the particles have to accumulate at the electrode and get into a higher ordered

state which results in hindered diffusion and therefore lower diffusion constants.

5.2.4. Effect of the AC voltage on the particle dynamics

In the following series of experiments, the frequency of the applied AC field

was kept constant at 1Hz while the voltage has been varied between 100 and

1000mV. For all voltages, the ACF consists of a rapidly decaying exponential

function and a damped cosine. The relative amplitude of the latter increases

with the applied voltage (figure 5.26). This supports the findings obtained in the

frequency-dependent experiments. The higher the applied voltages, the higher

is the potential near the electrode. When a certain voltage V1 is applied at

the electrode, a potential Ψ is found at a distance z1 from the electrode. The

same potential Ψ is measured farther away from the electrode if a higher voltage

V2 > V1 is applied. Consequently, more particles are affected by the field when

the voltage is increased, therefore the amplitude of the cosine is stronger.

The increase of the amplitude due to a higher particle concentration near the

electrode due to higher voltages can be excluded as the damping constant is at
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5.2. Nanoparticle dynamics near an electrode

Figure 5.25.: Decay rates of Γcos measured by REDLS (H) and the fluorescence
correlation experiment (�) at various frequencies and a voltage of
1V.

the same level for all measurements (figure 5.27).

5.2.5. Layer formation

In the previous section it has been shown that the volume fraction of particles near

the electrode is higher than in the remaining sample volume and that particles

near the electrode are diffusing orders of magnitude slower than near a gold

surface at which no potential is applied. This raises the question if the particles

are interacting strongly enough with the electrode to form a layer there. To

answer this question, reflectivity measurements have been conducted after the

application of a voltage of 1V and various frequencies. Figure 5.28 shows that

the angle of SPR does not shift as it would be the case if a layer is formed. In

this case, a shift of the angle of the surface plasmon resonance to higher angles

would be observed, i.e. a shift of the angle of SPR by ∆θSPR = 6.1° is expected

if a closed monolayer is deposited (calculation see A.3).

However, larger particles (d = 100 nm) in a 0.01mM NaOH solution formed a

layer on the electrode surface under the influence of an AC voltage of 1V and

1Hz as revealed by a reflectivity measurement (figure 5.29). The observed shift

of the angle of surface plasmon resonance ∆θSPR = 1.2° corresponds to a gold

surface coverage of 22% with particles (calculation see appendix A.3). The ACF

in this case looked quite different to the ACFs obtained for the smaller nanopar-
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Figure 5.26.: Amplitude fraction of the damped cosine of the ACF versus the AC
voltage. The orange circles ( ) and green triangles (L) represent
the values obtained by fitting with a single exponential and a KWW
function for the exponential part.

Figure 5.27.: Damping constant of the cosine part of the ACF versus the magnitude
of the applied voltage. For the fit procedure of the damping constant
see appendix B.1.
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Figure 5.28.: Shift of the angle of surface plasmon resonance, measured after each
application of the AC field.

Table 5.6.: Relaxation rates of the exponentially decaying ACFs of a sample of PS
particles with a diameter of 100 nm in a 0.01 mM NaOH solution in
bulk, at a functionalized gold surface and near a gold electrode, each
measured at a scattering vector of q = 18.7× 106m=1.

conditions ΓKWW in ms−1

DLS 2.54± 0.07
regular REDLS (9.83± 0.29) · 10−1

REDLS at V = 1V; f = 1Hz (4.33± 0.18) · 10−4

The gold surface was negatively charged by functionalization with 1-mercaptoundecanoic
acid.

ticles under the application of a voltage, only one slowly decaying exponential

is observed. Its relaxation rate is three orders of magnitude lower than the re-

laxation rates at a gold surface without the application of a voltage or of bulk

diffusion (table 5.6).

The differences of the observations for the smaller and the larger nanoparticles

can only be explained by the high thermal velocity of the smaller particles which

allows them to escape the potential near the electrode.
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Figure 5.29.: Reflectivity curves of the dispersion of the large particles (d = 97 nm)
before (purple squares �) and after (orange circles  ) the application
of an AC voltage to the electrode.

Table 5.7.: Sample parameters of the large particles.

Property Value Source

particle diameter (97± 3) nm data sheet
electrophoretic mobility (=1.71± 0.12)× 10=4 cm2V=1 s=1 Zeta sizer
particle concentration 0.01 wt% data sheet
NaCl concentration 10mM calculated
Debye length 3 nm calculated
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5.2.6. Considerations to the mechanism of electrophoretic

deposition

In this section, the previously shown results are discussed in the framework of

electrophoretic deposition and other experimental findings on the behavior of

particles near electrode interfaces.

The deposition yield in EPD experiments strongly depends on the AC fre-

quency. The higher it is, the lower the deposition yield. [140,141] This is in accor-

dance with our findings that the thermal velocity of the particles increases with

the frequency. Faster particles are less likely to settle at the electrode as slower

ones. We have attributed the higher velocity to a larger interparticle distance

which has been directly observed by Nadal and coworkers in microscope imaging

experiments on microparticles. [23]

Several groups have observed that the deposition yield in EPD experiments

increases with the applied voltage. [24,55,60,142] This corresponds to our explana-

tion that more particles are affected by the electrode potential at higher voltages.

However, an elevated deposition yield should lead to a decreased particle veloc-

ity. In the REDLS experiments, a voltage change did not influence the thermal

velocity of the particles.

The fact that the larger particles partially settle on the electrode while the

smaller particles do not adsorb can be attributed to their lower thermal veloc-

ity. [55]

Even if deposition occurred only in the experiment with larger particles, the

findings from the REDLS experiments on the dynamics of nanoparticles near

electrodes can be compared with the different mechanisms which are suggested

for EPD.

� The mechanism suggested by Grillon which involves electrochemical reac-

tions at the electrode can be excluded for our system as cyclovoltammetric

measurements proved their absence. [58]

� The model of interparticle repulsion-induced deposition as proposed by

Hamaker and Verwey matches our observation that the thermal velocity

of particles near the electrode surface is decreased by the order of magni-

tudes. [54]

� Flocculation due to an increased ion concentration originating from electro-
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chemical reactions at the electrode was proposed by Koelmans but can be

excluded for our system. [59] Cyclovoltammetric measurements have shown

that in the investigated volatge range, no electrochemical processes are tak-

ing place.

� The thinning of the electrochemical double layer of the particles due to the

influence of the electric field as proposed by Sarkar and Nicholson can be

neither excluded nor proven as a possible mechanism. [60]

In conclusion, the mechanisms suggested by Hamaker and Verwey as well as

by Sarkar and Nicholson are in good accordance with our results. Koelmans’

and Grillon’s suggestions do not match our obersvations as cyclovoltammetric

measurements did not show any electrochemical reactions.

5.2.7. Differences to regular electrophoretic light scattering

A reader familiar with electrophoretic light scattering might ask why the fast

process associated with the exponential decay at short lag times of the ACF does

not have a cosine shape as it should be the case for nanoparticles undergoing

electrophoresis, [97]

g1(t) = A · g1,E=0(t) · cos (ωELSt) (5.6)

in which the cosine frequency is only determined by the electric field strength E,

the electrophoretic mobility µ, and the scattering vector k⃗,

ωELS = µE⃗k⃗ cos

(
θ

2

)
. (5.7)

The first reason is the competition between thermal and electrophoretic velocity

of the particles: In order to achieve a sufficient effect on the ACF, the latter must

be high compared to the former. To express the minimum ratio of the two terms

influencing the particle motion, Ware and Flygare set up the following equation

for the resolution R which must be greater than One to achieve a clear effect in

the ACF: [97]

R =
ω(q)

Γ (q)
=

µE cos(θ/2)

qD
(5.8)

Figure 5.30 illustrates the meaning of the resolution. It shows the calculated

ACFs for our sample and conditions in the case of the application of electric

fields of various strengths. A field strength of E = 50V/cm is not sufficient
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Figure 5.30.: Calculated heterodyne ACF for the sample and conditions
used in this thesis (d = 40 nm; θ = 90°; D = 1.23× 10=11 s/m2;
µ = =3.3 cm2 V=1 s=1; ζ = =43mV.

to resolve the electrophoretic motion of the particles. Only at E ≫ 100V/cm,

the cosine part is resolved in the ACF. This is in accordance with the fact that

equation 5.8 would be greater than One only for field strengths higher than about

60V cm=1.

The second reason why the electrophoresis of particles further away from the

electrode cannot be resolved is that the electrophoretic mobility of nanoparti-

cles has been demonstrated to decrease near the electrode. This can already be

observed for distances in the 1mm range. [143] In our experiment, the scattering

and therefore detection volume reaches only 200 nm from the electrode into the

sample, therefore we do not expect the particles to have their full electrophoretic

mobility which has been measured by the ζ-potential analyzer.

The third reason for the differing appearance of the ACF from typical ACFs

measured in electrophoretic light scattering experiments is that the according

theory is based on the assumption that the overall particle concentration in the

scattering volume is constant. This is only possible if the particles leaving the

scattering volume due to electrophoresis are replaced by new ones entering from

the opposite direction. In a REDLS experiment, the measurements are taking

place directly at the electrode which also doubles as the wall of the measurement

cell. New particles cannot enter the detection volume if particles are forced

away from it or leave it if they are forced towards it. Consequently, the particle

concentration in the scattering volume is not constant over the measurement
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period.

In summary, our field strengths are to weak and the detection volume is lo-

cated too close to the electrode to expect an ACF as it is measured in regular

electrophoretic light scattering experiments. Additionally, care should be taken

on the application of electrophoretic light scattering theory as it assumes a con-

stant particle concentration in the detection volume.
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In the first part of this thesis, a new method to prepare functionalized poly(lactic

acid)-based (PLA-based) nanoparticles has been presented. One type of those

nanoparticles has an increased stability in salt solutions compared to regular

PLA nanoparticles, making them particularly suitable for biomedical applications

since high salt concentrations are used in cell cultures. The increased stability

of the nanoparticles was achieved by introducing additional carboxyl groups that

are negatively charged in aqueous environments. For this purpose, copolymers

of oligo(lactic acid) with vinyl terminus (HEMA-OLA) and acrylic as well as

methacrylic acid in various molar ratios were prepared. The poly((methacrylic

acid)-co-(HEMA-OLA)) with the higher number of acid units was then used in

combination with preformed PLA in a miniemulsion solvent evaporation process

to obtain the functionalized nanoparticles. Furthermore, it was shown that the

copolymerization as well as the miniemulsion solvent evaporation step can be

carried out within one step, yielding sufficiently equal results. In both cases,

the surface charge and therefore stability in salt solutions is high compared to

a control sample that was prepared from PLA and HEMA-OLA without the

addition of methacrylic acid. Consequently, for some applications it might be

sufficient to follow the more convenient one-step procedure even if the stability

under salty conditions is slightly better for the particles prepared in the two-step

procedure.

A mandatory requirement for the use of nanoparticles in fluorescent imaging

experiments, which are common in life sciences, is the stable binding of the

fluorescent dyes since their release during the experiment might falsify the results.

Such a system was prepared for this work, following the same procedure as for the

carboxyl-functionalization of nanoparticles. A fluorescent copolymer of HEMA-

OLA and a polymerizable BODIPY dye were used to prepare the nanoparticles.

They were shown to hold the dye for more than two weeks, making them eligible

for use in fluorescence imaging experiments to monitor the uptake and metabolism

87



6. Conclusions

of nanoparticles by cells.

While the use of nanoparticles for medical applications is still on its way to

everyday application, nanoparticles are already widely used in industrial coating

processes, e.g. for electrophoretic deposition. The mechanism of this process

has not been fully understood yet. However, it is known that the dynamics of

nanoparticles near the electrode interface play a crucial role for the successful

deposition. In order to investigate the dynamic behavior of nanoparticles in dis-

persion near an electrode at which an AC voltage has been applied, a REDLS

experiment was developed in which the gold layer, which is necessary for the

excitation of the surface plasmon, doubles as an electrode. High field strengths

could be applied at low voltages due to the close distance of only about 150 µm

between the electrodes. Nanoparticle layers which have possibly deposited at

the electrode can be instantly characterized in terms of thickness and surface

covering by reflectivity measurements without the need to remove the electrode

from the experimental setup. The main advantage of this method is that the

nanoparticle motion can be monitored in situ and at four different scattering

angles simultaneously. From the results on the frequency, voltage, and particle

diameter dependence of the nanoparticle dynamics near the electrode, it could

be concluded that the particle deceleration and the increase of their concentra-

tion near the electrode due to electrophoresis are the most important factors for

a successful electrophoretic deposition. In the investigated case of polystyrene

nanoparticles, electrochemical mechanisms could be excluded as possible reasons

for electrophoretic deposition.

Both primary results of this work, the synthesis of functionalized PLA-based

nanoparticles and the findings on the nanoparticle dynamics near electrodes, en-

able future applications. One possible area of research might be the development

of PLA-based biocompatible surface coatings for use in implants. Even higher

charged nanoparticles would lead to better coating results. In order to reach this,

vinyl phosphate could be used instead of methacrylic acid. Due to its higher acid-

ity, its relative amount in the copolymer can be kept low in order to maintain

the other nanoparticle characteristics like biocompatibility.
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[115] A. Sommerfeld. “Über die Ausbreitung der Wellen in der drahtlosen Tele-
graphie”. In: Annalen der Physik 28.4 (1909), pp. 665–736.

[116] H. Raether. Surface Plasmons on Smooth and Rough Surfaces and on
Gratings. Springer New York, 1988.

[117] A. Otto. “Excitation of nonradiative surface plasma waves in silver by the
method of frustrated total reflection”. English. In: Zeitschrift für Physik
216.4 (1968), pp. 398–410.

[118] E. Kretschmann. “Die Bestimmung optischer Konstanten von Metallen
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A. Calculations

A.1. Time until particles in field reach their

electrophoretic velocity

In order to calculate the time until particles in an electric field reach their final

electrophoretic velocity, the boundary conditions

v(t = 0) = 0m/s (A.1)

and

v(t = tx) =
2

3
· ϵrϵ0ζE

η
, (A.2)

which describe the electrophoretic velocity at t = 0 right before the electric field

E is applied and at tx when the final and maximum electrophoretic velocity

is reached, must be considered. In equation A.2, ϵ0 and ϵr are the vacuum

and relative permittivities, ζ the ζ-potential of the particles, and η the dynamic

viscosity of the solvent.

When an electric field is applied on particles in a solution, it is subject to an

accelerating force

Felectric = Fe = QE (A.3)

which depends on the charge of the particle Q, and a decelerating drag force

Fdrag = Fd = 6πηRHv (A.4)

which es proportional to the hydrodynamic radius RH and the velocity of the

particle v.
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A. Calculations

For the final electrophoretic velocity,

v(t) = (aE + ad) · t (A.5)

=

(
QE

m
+

6πηRH

m
· QE

m
· t
)
t (A.6)

is valid with the accelerations aC and ad referrring to the previously mentioned

forces. Under consideration of boundary condition A.2, it equation A.6 can be

written as (
QE

m
+

6πηRH

m
· QE

m
· tx
)
tx =

2

3
· ϵϵ0ζE

η
(A.7)

and rearranged to

6πηRH

m
· QE

m
· t2x +

QE

m
· tx −

2

3
· ϵϵ0ζE

η
= 0 (A.8)

t2x +
m

6πηRH

· tx −
2

3
· m

6πηRH

· m

QE
· ϵϵ0ζE

η
= 0. (A.9)

The quadratic formula is applied to solve equation A.9:

tx = − m

12πηRH

±

√(
m

12πηRH

)2

+
1

9

m

πηRH

· m
Q

· ϵϵ0ζ
η

. (A.10)

For physical reasons only the solution with a positive sign is considered:

tx = −1.47× 10=10 s +
√
2.16× 10=20 s2 − 3.09× 10=23 s2 (A.11)

< 1× 10=10 s (A.12)

The particles reach their final velocity much faster than the time resolution

of REDLS which is in the 1× 10=6 s range. Only at AC frequencies in the GHz

range and above, constant particle velocity cannot be assumed. To be exact,

particles in an alternating electric field have a starting velocity of v(t = 0 = −vz),

therefore the time elapsed for acceleration is strictly 2 · tx which does not change

the conclusion.
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A.2. Volume fraction near the electrode

Table A.1.: Values used for the distinct parameters in the calculations above.

m = ρ · V = ρ4
3
πR3

H = 3.52× 10=20 g
η293K = 1× 10=3 Pa s
RH = 20 nm
ϵH2O,298K = 80
λD = 3nm
ζ = =42.5× 10=3 V

Q = σA = ϵϵ0ζ
λD

4πR2
H = 5.03× 10=17 C

A.2. Volume fraction near the electrode

Volume fraction of the undisturbed sample:

c = 0.1 wt% (A.13)

ρparticles = 1.05 g cm=3 (A.14)

⇒ ϕ1 ≈ 1 · 10−3 (A.15)

Volume fraction if all particles in the sample cell (height h = 163 µm) are located

in the volume near the electrode up to z = 500 nm away from it:

ϕ =
Vparticles

Vtotal

(A.16)

ϕ2

ϕ1

=
Vtotal,1

Vtotal,2

(A.17)

⇒ ϕ2 = ϕ1 ·
Vtotal,1

Vtotal,2

(A.18)

Using the above mentioned values for the distinct parameters, we end up with

ϕ2 = ϕ1 ·
h

z
(A.19)

= 1 · 10−3 · 163× 10=6 m

500× 10=9 m
(A.20)

= 0.326 (A.21)
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A. Calculations

A.3. Shift of θSPR due to deposition of a particle

monolayer

The shift of the angle of surface plasmon resonance due to the deposition of a

particle monolayer on the gold surface has been estimated by calculating the

reflectivity curves for the case of the naked gold layer and the gold layer with

a particle monolayer with Winspall (Version 3.0, Jürgen Worm, MPI for Poly-

mer Research). Therefore, the refractive index of a monolayer of polystyrene

nanoparticles has been estimated by

nML = ϕ · nPart + (1− ϕML) · nH2O. (A.22)

ϕ is the volume fraction of particles in a closed monolayer,

ϕML =
4
3
πR3

(2R)3
= 0.524 (A.23)

with the particle radius R. From the calculation with Winspall, a shift of the

angle of the surface plasmon resonance by 6.2° due to the deposit of a monolayer

of the particles with R = 100 nm has been obtained. The parameters entered

into Winspall are listed in table A.2.

The fraction of the gold surface covered with particles can be calculated by

finding the refractive index of the monolayer n at which the calculated reflectivity

curve matches the measured curve. By rearranging equation A.22, the volume

fraction of particles in the deposit

ϕdep =
nmeas − nH2O

nPart − nH2O

(A.24)

can be calculated. By comparing ϕdep to ϕML, we can draw conclusions on the

coverage of the gold surface by particles.
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A.3. Shift of θSPR due to deposition of a particle monolayer

Table A.2.: Parameters used for the calculation of the shift of the angle of surface
plasmon resonance. For the naked gold surface, the monolayer has just
been omitted in the calculation of the reflectivity curve.

Layer Thickness / nm n k

NLak8 0 0
Cr 1 2.687 3.350
Au 48 0.189 3.518
Monolayer 100 1.466 0
H2O 0 1.33 0
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B. Details on fit procedures

B.1. Fitting of the damping constant

The fit of the damping constant Γcos turned out to be difficult if all seven param-

eters in the fit function B.1

g1(t) = A · exp(− (Γexpt)
β)︸ ︷︷ ︸

fast process

+B · cos (ωcost) · exp (−Γcost)︸ ︷︷ ︸
slow, periodic process

. (B.1)

were varied. Therefore, the damping constant has been fitted first in a separate

step in which the maxima of the cosine have been fitted with a single exponential

f(t) = exp (−Γcost) , (B.2)

one example is shown in figure B.1. The respective functions have been each

fitted three times with a varying number of points, and the average and standard

deviation of the results have been declared the value and its error.

B.2. Fitting of the FCS decay

ACFs obtained in fluorescence correlation spectroscopy experiments in which the

evanescent part of a totally internally reflected beam is used for excitation are

fitted with a function [144]

gFCS(t) =
1

2N

{
(1− 2Rt) exp (Rt) erfc

([
(Rt)

1
2

])
+ 2

(
Rt

π

) 1
2

}
with R =

D

L2
⊥
.

(B.3)

N is the average number of molecules in the evanescent volume, R the relaxation

rate, D the diffusion coefficient, and L⊥ the penetration depth of the evanescent

light.
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B. Details on fit procedures

Figure B.2 shows some calculated FCS ACFs and their fits with a single expo-

nential decaying function. Despite those fits being rather rough estimations, their

relaxation rate Γfit matches the relaxation rate of the FCS ACF quite good as the

linear fit of Γfit(R) proves. The decay rates of the REDLS and FCS experiment

can be directly compared because

ΓREDLS = Dq2 and ΓFCS ≈ R = DL−2
⊥ (B.4)

and

q2 = 3.5× 1014 m2 ≈ L2
⊥ = 4.0× 1014 m2. (B.5)
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B.2. Fitting of the FCS decay

Figure B.1.: Example for the fit of the damping constant. The black circles are
some points of the plataeu at t < 1/Γcos, the maxima of the damped
cosine, and some points of the plateau at t > 1/Γcos. The colored lines
represent three fits, in each one a different number of particles of the
plateaus has to be taken into account.

(a) (b)

Figure B.2.: (a) Fits of FCS ACFs with a single exponential. (b) Relaxation rate of
the single exponential versus the relaxation rate of the FCS ACF. The
line represents a linear fit (slope = 0.977).
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C. Abbreviations and symbols

C.1. Abbreviations

AA acrylic acid

AC alternating current

ACF autocorrelation function

APD avalanche photo diode

BODIPY boron-dipyrromethene, 4,4-difluoro-4-bora-3a,4a-diaza-s-

indacene

DL double layer

DLS dynamic light scattering

DLVO theory Derjaguin-Landau-Verwey-Overbeek theory

EPD electrophoretic deposition

FCS fluorescence correlation spectroscopy

GPC gel permeation chromatography

IHP inner Helmholtz plane

ISL inner Stern layer

ITO indium tin oxide

KWW function Kohlrausch-Williams-Watt function

MAA methacrylic acid

MMA methyl methacrylate

Nd:YAG neodymium-doped yttrium aluminum garnet; Nd:Y3Al5O12

NMR nuclear magnetic resonance

OHP outer Helmholtz plane

OLA oligo(lactic acid)

OSL outer Stern layer

PBS phosphate buffered saline

PC personal computer

PDADMAC poly(diallyldimethylammonium chloride)

111



C. Abbreviations and symbols

PLA, PLLA poly(lactic acid), poly(L-lactic acid)

REDLS resonance enhanced dynamic light scattering

SDS sodium dodecyl sulfate

SEM scanning electron microscopy

SPR surface plasmon resonance, surface plasmon resonance

spectroscopy

TEM transmission electron microscopy

THF tetrahydrofuran

UV ultraviolet

VdW Van der Waals

V70 2,2’-Azobis(4-methoxy-2.4-dimethyl valeronitrile)

C.2. Physical constants

c0 = 299 792 458m/s speed of light in vacuum

h = 6.626 069 57× 10=34 J s Planck constant

~ = 1.054 571 726× 10=34 J s reduced Planck constant

kB = 1.380 649× 10=23 J K/mol Boltzmann’s constant

C.3. Variables

A amplitude of the autocorrelation function or absorption

AH Hamaker constant

B amplitude of cosine part of the autocorrelation function

C,Ci symbol used for constants

c speed of light

c0 original concentration

D diffusion coefficient

d (center-to-center) distance

E electric field strength

e elementary charge or ”e-value” for polarity quantification

Fdrag drag force

I intesnity

k reaction rate or wave number

k⃗0 wave vector of incident wave
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C.3. Variables

k⃗sc wave vector of scattered wave

L⊥, L|| decay length of surface plasmon

M,Mt,Mr torque, components of torque

N absolute number of particles

n(i) number of particles or refractive index, indices indicate material

p momentum

Q ”Q-value” for the quantification of reactivity

q, q⃗ (length of) scattering vector

qapp apparent charge

R resolution or radius

Ri radius

RH hydrodynamic radius

r reactivity ratio

r⃗ position

t time or lag time

t′ lag time

T Temperature

U potential

UBorn Born potential

UDLV O DLVO potential

Urep repulsive potential

V voltage

v velocity

Wi work

z number of charges or surface-to-surface distance

α opening angle of an objective

β stretching factor of stretched exponential function

Γ(i) decay rate, indices refer to fitting method

ϵ0 vacuum permittivity

ϵr relative permittivity, indices indicate material

ζ ζ-potential

η 0 dynamic viscosity

κ cumulant

λ wavelength
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C. Abbreviations and symbols

λD Debye length

µ magnetic permeability

ρc charge density

ρi atom density

σc surface charge

τ(i) relaxation time, indices refer to fitting method

θ scattering angle

θi angle of incidence

θgonio goniometer position angle

Υ⊥,Υ|| correction factors for anisotropic diffusion coefficients

Φ dimensionless potential

Ψ potential

ω angular frequency

ω0 half-width length of Gaussian beam profile

C.4. Functions and operators

G(t′) FCS autocorrelation function

g1(t
′) field autocorrelation function (heterodyne detection mode)

g2(t
′) intensity autocorrelation function (homodyne detection mode)

gamma(x) Gamma function

∇ Nabla operator, ∇ = ∂2

∂x2 +
∂2

∂y2
+ ∂2

∂z2
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