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Abstract

Ozone (O3) is an important oxidation and greenhouse gas in the Earth’s atmosphere, having an in-
fluence on climate and air quality, affecting human health and vegetation. Ecosystems like forest
canopies are sinks for tropospheric ozone. In a future climate system forests will be more hetero-
geneous due to wind, pests and changes in land use. These heterogeneities are assumed to decrease
the uptake of greenhouse gases by an ecosystem with significant feedback on the climate system.
The atmosphere-biosphere exchange of ozone is controlled by stomatal uptake, deposition to plant
surfaces and soil, as well as chemical transformations. Understanding these processes and quan-
tifying the ozone exchange for different ecosystem types are prerequisites to upscale from local
measurements towards regional ozone fluxes.
Vertical turbulent ozone fluxes are measured by the eddy-covariance technique. In order to ensure
high quality fluxes obtained with closed-path eddy-covariance systems based upon a fast chemi-
luminescence ozone sensor, side-by-side measurements have been performed to provide insight to
factors affecting ozone flux estimates. Systematic differences between individual sensors and the
impact of different sampling tube lengths were investigated by analyzing frequency spectra and
determining correction factors for the ozone fluxes with the cospectral correction method. The
experimentally determined correction factors were found to show no significant difference to cor-
rection factors determined from theoretic transfer functions, which verified the applicability of the
theoretic factors for the correction of ozone fluxes.
In summer 2011, measurements have been performed in the frame of the EGER (ExchanGE pro-
cesses in mountainous Regions) project to contribute to a better understanding of the atmosphere-
biosphere ozone exchange in disturbed ecosystems. Ozone fluxes have been measured on both
sides of a forest edge separating a Norway spruce canopy and a wind-throw area in the mountains
of the Fichtelgebirge, South-East Germany. On the road-like clearing, generated by the winter storm
"Kyrill" (2007), secondary vegetation developed, which differed in its phenology and leaf physiol-
ogy from the original Norway spruce. The averaged nighttime flux above the spruce forest was -6
to -7 nmol m−2 s−1 and decreased to -13 nmol m−2 s−1 around noon. The measured ozone fluxes
showed a strong dependency on canopy transpiration and CO2 assimilation, indicating that during
daytime most ozone was absorbed by plant stomata. The relatively large nighttime deposition was
caused by non-stomatal deposition. The deposition above the forest was about twice as high as
above the clearing over the entire diel cycle, which agrees with the ratio of the plant area indices
(PAI) measured during EGER-IOP3. Thus, the disturbance of the ecosystem reduced the capability
of the canopy to act as a sink for tropospheric ozone. The significant differences between ozone
depositions for the two canopy types have challenging implications for the regionalization of ozone
fluxes for heterogeneously forested areas.
Furthermore, the experimental results have been compared to simulations with the chemistry model
MLC-CHEM. In order to evaluate the model regarding the calculation of ozone fluxes, measured
and modeled fluxes at two positions within the EGER site have been used. Although the order of
magnitude of the fluxes agreed, the results showed a significant difference between measured and
modeled fluxes. Moreover, there was a clear dependency of the difference between measurement
and modeling on relative humidity, with decreasing difference with increasing relative humidity,
showing that the model needs further improvement in advance of a more extensive use for ozone
flux modeling studies.





Zusammenfassung

Ozon (O3) ist ein wichtiges Oxidierungs- und Treibhausgas in der Erdatmosphäre. Es hat Ein-
fluss auf das Klima, die Luftqualität sowie auf die menschliche Gesundheit und die Vegetation.
Ökosysteme, wie beispielsweise Wälder, sind Senken für troposphärisches Ozon und werden in
Zukunft, bedingt durch Stürme, Pflanzenschädlinge und Änderungen in der Landnutzung, hetero-
gener sein. Es ist anzunehmen, dass diese Heterogenitäten die Aufnahme von Treibhausgasen
verringern und signifikante Rückkopplungen auf das Klimasystem bewirken werden. Beeinflusst
wird der Atmosphären-Biosphären-Austausch von Ozon durch stomatäre Aufnahme, Deposition
auf Pflanzenoberflächen und Böden sowie chemische Umwandlungen. Diese Prozesse zu verstehen
und den Ozonaustausch für verschiedene Ökosysteme zu quantifizieren sind Voraussetzungen, um
von lokalen Messungen auf regionale Ozonflüsse zu schließen.
Für die Messung von vertikalen turbulenten Ozonflüssen wird die Eddy Kovarianz Methode genutzt.
Die Verwendung von Eddy Kovarianz Systemen mit geschlossenem Pfad, basierend auf schnellen
Chemilumineszenz-Ozonsensoren, kann zu Fehlern in der Flussmessung führen. Ein direkter Ver-
gleich von nebeneinander angebrachten Ozonsensoren ermöglichte es einen Einblick in die Fak-
toren zu erhalten, die die Genauigkeit der Messungen beeinflussen. Systematische Unterschiede
zwischen einzelnen Sensoren und der Einfluss von unterschiedlichen Längen des Einlassschlauches
wurden untersucht, indem Frequenzspektren analysiert und Korrekturfaktoren für die Ozonflüsse
bestimmt wurden. Die experimentell bestimmten Korrekturfaktoren zeigten keinen signifikan-
ten Unterschied zu Korrekturfaktoren, die mithilfe von theoretischen Transferfunktionen bestimmt
wurden, wodurch die Anwendbarkeit der theoretisch ermittelten Faktoren zur Korrektur von Ozon-
flüssen bestätigt wurde.
Im Sommer 2011 wurden im Rahmen des EGER (ExchanGE processes in mountainous Regions)
Projektes Messungen durchgeführt, um zu einem besseren Verständnis des Atmosphären-Biosphären
Ozonaustauschs in gestörten Ökosystemen beizutragen. Ozonflüsse wurden auf beiden Seiten einer
Waldkante gemessen, die einen Fichtenwald und einen Windwurf trennt. Auf der straßenähnlichen
Freifläche, die durch den Sturm "Kyrill" (2007) entstand, entwickelte sich eine Sekundärvegeta-
tion, die sich in ihrer Phänologie und Blattphysiologie vom ursprünglich vorherrschenden Fichten-
wald unterschied. Der mittlere nächtliche Fluss über dem Fichtenwald war -6 bis -7 nmol m−2 s−1

und nahm auf -13 nmol m−2 s−1 um die Mittagszeit ab. Die Ozonflüsse zeigten eine deutliche
Beziehung zur Pflanzenverdunstung und CO2 Aufnahme, was darauf hinwies, dass während des
Tages der Großteil des Ozons von den Pflanzenstomata aufgenommen wurde. Die relativ hohe
nächtliche Deposition wurde durch nicht-stomatäre Prozesse verursacht. Die Deposition über dem
Wald war im gesamten Tagesverlauf in etwa doppelt so hoch wie über der Freifläche. Dieses
Verhältnis stimmte mit dem Verhältnis des Pflanzenflächenindex (PAI) überein. Die Störung des
Ökosystems verringerte somit die Fähigkeit des Bewuchses, als Senke für troposphärisches Ozon
zu fungieren. Der deutliche Unterschied der Ozonflüsse der beiden Bewuchsarten verdeutlichte die
Herausforderung bei der Regionalisierung von Ozonflüssen in heterogen bewaldeten Gebieten.
Die gemessenen Flüsse wurden darüber hinaus mit Simulationen verglichen, die mit dem Chemie-
modell MLC-CHEM durchgeführt wurden. Um das Modell bezüglich der Berechnung von Ozon-
flüssen zu evaluieren, wurden gemessene und modellierte Flüsse von zwei Positionen im EGER-
Gebiet verwendet. Obwohl die Größenordnung der Flüsse übereinstimmte, zeigten die Ergeb-
nisse eine signifikante Differenz zwischen gemessenen und modellierten Flüssen. Zudem gab es
eine klare Abhängigkeit der Differenz von der relativen Feuchte, mit abnehmender Differenz bei
zunehmender Feuchte, was zeigte, dass das Modell vor einer Verwendung für umfangreiche Stu-
dien des Ozonflusses weiterer Verbesserungen bedarf.
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1 Introduction

1.1 Fundamentals

Ozone (O3) is an important oxidation and greenhouse gas in the Earth’s atmosphere, which
influences climate and air quality, affecting human health and vegetation. The highest
ozone concentrations can be found in the stratosphere, where it forms the ozone layer.
Within the stratosphere, above 11 km up to 50 km (Kraus, 2004), about 90 % of the total
atmospheric ozone is present. The stratospheric ozone absorbs about 99 % of the danger-
ous UV radiation from entering the troposphere, resulting in a cooling below and enabling
life on Earth. The tropospheric ozone has the opposite effect (Forster et al., 2007). In
the troposphere, the remaining 10 % of atmospheric ozone are found. Although ozone
occurs in the atmosphere only as a trace gas, it has a large contribution to the radiative
forcing. According to Forster et al. (2007), it is the third most important greenhouse gas,
following CO2 and methane. While the concentration of stratospheric ozone decreased
due to increased emissions of air pollutants, thus increasing the UV radiation reaching the
Earth’s surface, there is an increase in tropospheric ozone concentrations, particularly in
rural areas downwind of urban areas. In addition to advection, ozone can be locally gen-
erated by photochemistry as a result of natural trace gas emissions like nitrogen oxides
and volatile organic compounds (VOCs). In the last few decades the release of ozone pre-
cursors like carbon monoxide, hydrocarbons and nitrogen oxide increased due to human
activities (Solomon et al., 2007; Derwent et al., 2007). Ozone is one of the main sources of
the hydroxyl radical (OH), thus influencing the oxidizing capacity of the atmosphere, gov-
erning the oxidative properties and self-cleansing mechanism of the troposphere (Monks,
2005). Other ozone sinks, apart from chemical reactions, are stomatal uptake and deposi-
tion to plants and surfaces/soils. It is a secondary and most phototoxic air pollutant, which
affects plants, and causes damage to the photosynthetic apparatus (Ashmore, 2005; Wittig
et al., 2009). Above a certain concentration, tropospheric ozone becomes harmful for hu-
mans, animals and plants (WHO, 2003), and can cause adverse health effects in humans
and vegetation (Ashmore, 2005; Fuhrer, 2009). Among air pollutants, ozone is the most
important stressor to vegetation. There is incidence of ozone-induced ecological changes
(Reich, 1987), since many plant species are sensitive to ozone as it causes cell damage and
reduces growth. Reported effects are a decrease in crop yield (Heck et al., 1982) as well as
a decline in net photosynthesis in trees and crops (Reich and Amundson, 1985). According
to Sandermann Jr (1996), the arising injuries have been related to the stomatal uptake of
ozone into the substomatal cavity and oxidative effects damaging the internal leaf tissue.
The consequences for the plant depend on whether the ozone is removed by reactions in-
side the mesophyll or outside at the foliage surface. Therefore, it is crucial to know the
partitioning of the ozone uptake, meaning where in the canopy and which parts of it react
with the O3 molecules. The main penetration location of ozone molecules into the leaves
are the stomata, while the ozone uptake by the cuticles is comparably small (Kerstiens and
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Lendzian, 1989), as they are covered by waxes, isolating and thus protecting the tissues
from external agents. To estimate the effect of ozone on air quality and ecosystem health,
there is a need to distinguish between the processes contributing to the ozone transport.

In order to understand the ozone transfer between atmosphere and vegetation, the interac-
tion between atmospheric chemistry, meteorology, transport and vegetation uptake mech-
anisms needs to be considered. The parameters characterizing the transfer are the ozone
mixing ratios, deposition velocities and fluxes. They provide information about how much
ozone is present in the atmosphere and the strength of its transport. Ozone is known to
be transported vertically downward from the above-canopy atmospheric surface layer. The
sink strength is determined by the combined effect of all removal pathways for ozone,
which are the stomatal uptake and the removal at the various canopy and forest surfaces.
As ozone is quite an unstable molecule, it is likely to decompose when brought in contact
with a solid surface, such as bare soil, tree trunks, water, dead organic matter, etc., resulting
in a net sink (e.g. Fowler et al., 2001; Hanisch and Crowley, 2003). The dry deposition sink
provides one of the key uncertainties in the tropospheric ozone budget through its influence
on ambient ozone concentrations, which in turn results in uncertainties of photochemical
processes and the tropospheric ozone budget in general. Chemical reactions of ozone with
some biogenic volatile organic compounds (VOCs) and nitrogen oxides also play an im-
portant role in the ozone sink process near the surface (Goldstein et al., 2004).
Ozone transfer to a surface depends on the mixing ratio in the atmosphere above, which
in turn depends on transport, local formation and destruction in photochemical and other
reactions, and on volume and mixing conditions of the boundary layer. The flux of ozone
towards a plant canopy is governed by the turbulent properties of the air flow around and
within the canopy, the transfer at the diffusive boundary layer of the surface as well as the
characteristics of the sinks by which ozone is ultimately removed and/or deposited. Al-
though the ozone flux is affected by plant activity, there is no known biological use to the
flux of ozone. Transport phenomena act by controlling the access of ozone to potential
reaction partners. Turbulent transport faciliates such access through canopy scale mixing
whereas molecular diffusion is less efficient, but controls the transport at smaller scales,
e.g. close to surfaces. The ozone destruction in the atmosphere is much influenced by tem-
perature, light and humidity, surface reactions, NO and VOC emissions. The biological
part of the ozone deposition is described by the stomatal behavior, thus the above men-
tioned factors have often been examined (Meyers et al., 1998; Wesely and Hicks, 2000;
Mikkelsen et al., 2004). The dynamics of stomatal aperture govern the deposition during
the active season and explain most of the daily and annual pattern (Baldocchi et al., 1987;
Meyers et al., 1998; Simpson et al., 2003). If turbulent and diffusive transport is taken
into account, the stomatal uptake is not sufficient to predict the magnitude of the canopy
sink. To explain the disagreement, so-called non-stomatal sinks have been invoked. These
sinks can be in the order of 50 to 70 %, as reported from canopy scale measurements.
It was studied for a variety of forest ecosystems as spruce-fir (Zeller and Nikolov, 2000)
or ponderosa pine (Kurpius and Goldstein, 2003) as well as low vegetation like moorland
(Fowler et al., 2001), barley field (Gerosa et al., 2004) and miscellaneous Mediterranean
sites (Cieslik, 2004). The non-stomatal deposition covers several processes, such as gas-
phase and/or heterogeneous chemical sinks inside and above the canopy. Furthermore, NO
emitted from the soil may result in a significant consumption of O3 (Duyzer et al., 1983;
Pilegaard, 2001). Another factor is the quenching of organic volatiles in the atmosphere
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(Kurpius and Goldstein, 2003; Goldstein et al., 2004; Mikkelsen et al., 2000, 2004), in-
cluding reactions leading to aerosol formation (Bonn and Moortgat, 2003). The intensity
of these reactions and their relevance as ozone sinks depends on the presence and relative
abundance of the various reactants. Forest ecosystems are known to play an important role
in the uptake and destruction of tropospheric ozone. Ozone deposition into forest canopies
and sink mechanisms at night are not well understood so far. Several studies assume that
stomatal deposition of ozone at night is negligible and surface reactions are responsible
for ozone removal from air (Mikkelsen et al., 2004). Other studies point out the role of
gas-phase chemical reactions (Goldstein et al., 2004). Findings indicate that ozone depo-
sition is affected by humidity conditions of surfaces (Altimir et al., 2006). Prevailing low
turbulence at stable conditions at night complicates ozone deposition studies by micro-
meteorological methods. The flux is underestimated at night, as low turbulence conditions
limit the turbulent exchange and advective transport becomes important.
For the analysis of ozone fluxes into the leaf, the analog resistance technique derived from
Ohm’s law can be used (Leuning et al., 1979). For the discussion of chemical fluxes to
and from the surface as well as the influence of meteorological factors, the resistance con-
trolling the deposition is traditionally subdivided into R = Ra + Rb + Rc, which are
the aerodynamic, quasi-laminar boundary layer and surface resistance, respectively. The
meteorological influence on Ra is mainly through the intensity of the turbulence and the
involvement of the Monin-Obukhov scaling. The resistance Rb at the leaf boundary layer
depends on the wind speed and the molecular diffusivity of ozone in air. A range of external
factors influence the surface resistance Rc, especially in the case of exchange through the
stomata (Pilegaard et al., 1998). For a harvested wheat field with sparse vegetation cover,
Pilegaard et al. (1998) showed that the aerodynamic resistance accounted for 23-28 % of
the total resistance during the day and 16-26 % during the night. The laminar boundary
layer resistance accounted for 8-11 % during the day and 4-7 % during the night. More
than 60 % of the total resistance during the day and slightly more during the night were
due to the dominating surface resistance in their study.

The atmosphere-biosphere exchange can change within a short time period due to severe
disturbances such as fire (Amiro et al., 2006; Dore et al., 2012), harvest (Schmid et al.,
2006; Yanai et al., 2003), insect outbreaks (Seidl et al., 2008) or strong storms (Amiro
et al., 2010; Knohl et al., 2002; Lindauer et al., 2014). The disturbances affect a wide
range of ecosystem characteristics such as stand structure, leaf area, species composition,
ecophysiology, rates of decomposition and microclimate. They have potentially large and
long lasting effects on carbon, water and energy fluxes (Williams et al., 2012, 2014). In
addition, the damage of forest ecosystems caused by storms, insects, and fires is expected
to increase due to climate change (Running, 2008; Seidl et al., 2011; Spathelf et al., 2014).
Forests in a future climate system will thus be more heterogeneous due to wind and pests.
Especially for such forest ecosystem heterogeneities, current landscape studies poorly de-
scribe scale transitions and interactions. Erisman and Draaijers (2003) found that forest
edges may affect the surface exchange of energy and matter between atmosphere and for-
est vegetation on a local scale. Therefore, it must be assumed that these heterogeneities
(e.g. forest – clear-cut) decrease the uptake of greenhouse gases by an ecosystem with sig-
nificant feedback on the climate system (Serafimovich et al., 2011). Hence, disturbances of
forest ecosystems have to be considered to accurately determine the contribution of forests
to the global ozone budget.
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Ozone flux measurements are performed in various ecosystems. They have been carried out
over Norway spruce (Picea abies) from the northern boreal region (Pilegaard et al., 1995;
Mikkelsen et al., 2000, 2004) and other coniferous trees, e.g. Scots pine (Aurela et al.,
1996; Tuovinen et al., 2001; Keronen et al., 2003). Ozone flux measurements have also
been performed for low vegetation like grassland and moorland species (Cieslik, 1998;
Fowler et al., 2001; Cieslik, 2004). Large uncertainty as well as temporal and spatial
variability of ozone fluxes have been reported by the mentioned studies, and they have
been related either to biogeochemical processes and/or several systematic and random er-
ror sources of the measurement. The temporal and spatial variability is also due to a large
variation in soil and vegetation properties such as soil moisture or leaf area index (LAI:
portion of plant surfaces per surface area; Foken, 2008). The large variation of fluxes to
different ecosystem types emphasizes the impact of disturbed forest ecosystems on the
atmosphere-biosphere exchange and the associated effect on the climate system.

The increased focus on climate research during the last years raised the need for reliable
measurements of transpiration and CO2 uptake of forests as well as fluxes of other trace
gases. High quality flux measurements are the only way to directly quantify fluxes and
help to understand destruction processes and the relationship to atmospheric and biologi-
cal conditions. The measurement of fluxes and the estimation of deposition velocities and
surface resistances are important for surface-atmosphere exchange modelling (Grünhage
et al., 2000) as well as for model validation and development (Bassin et al., 2004). Mea-
surement results form the basis of parameterizations of deposition schemes in regional and
global models. While the values of parameters as mean wind, temperature and humid-
ity can directly be obtained from measurements, fluxes can be calculated in a variety of
ways (Stull, 1988). To measure fluxes of chemical species between the atmosphere and
the surface, several micrometeorological (aerodynamic) methods have been used (Wesely,
1989; Dabberdt et al., 1993; Rinne et al., 2001; Altimir et al., 2002; Guenther et al., 1996).
These methods can rely on measuring the vertical concentration profile (profile method),
the concentration difference between up- and downward directed air-drafts (eddy accu-
mulation and relaxed eddy accumulation methods) or the concurrent turbulent fluctuations
of vertical wind speed and concentration (eddy-covariance and disjunct eddy-covariance
method). In order to calculate fluxes with the profile and accumulation methods, flux-
profile and flux-concentration difference relationships are needed. The eddy-covariance
(EC) method obtains the flux directly from the covariance between wind speed and con-
centration data, and by sampling the motions of the air sufficiently fast (preferably 10
times per second, or faster) and over a sufficiently long time (30 to 60 minutes), an av-
eraged flux density of gas exchange between a vegetated canopy and the atmosphere can
be determined (Baldocchi, 2014). In the micrometeorological community, the estimation
of turbulent fluxes of energy and chemical species between land surfaces and the atmo-
sphere by the eddy-covariance technique is well established and one of the most accepted
and widespread methods (Baldocchi et al., 2001). EC flux measurements are the optimal
method to determine atmosphere-biosphere exchange of reactive compounds and biogenic
aerosols. However, the requirement of fast-response sensors limits its application to very
few chemical species.
One of the chemical species, for which fast-response sensors are available, is ozone. There-
fore, the EC method is applicable for the measurement of ozone fluxes. A variety of
suitable analyzers exist for ozone measurements, all of which are based on chemilumi-
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nescence. The reagents can be either in liquid, solid or gaseous form and hence the type
of chemiluminescence is called wet, dry and gas-phase chemiluminescence, respectively.
The use of the wet chemiluminescence method has advantages over the dry method (e.g.
regarding signal drift and water vapor influence), but the sensitivity can be lower than for
the dry method. Gas-phase chemiluminescence (GPC) is generally based on the homoge-
neous reaction with NO (Pearson Jr, 1990). One of the main practical disadvantages of
GPC is that NO is a toxic compound and is required as compressed gas during operation.
The dry chemiluminescence (DC) method has been used most regularly and successfully in
a variety of environments and settings (Tuovinen et al., 1998; Bauer et al., 2000; Gallagher
et al., 2001; Bassin et al., 2004; Rummel et al., 2007). In DC analysis air passes over a
disc coated with reagents, which produce photon emissions in the blue spectral range when
reacting with ozone. High flow rates are used to draw in air from the inlet to the analyzer,
operate in the flow-independent regime and achieve the fast response times required for
eddy-covariance measurements (Güsten et al., 1992). Ozone fluxes have been measured
by DC for many years using an analyzer originally developed as an ozone sonde by GFAS
("Gesellschaft Für Angewandte Systemtechnik"; Güsten et al., 1992), which has since then
been reproduced by other groups (e.g. by NOAA-ATDD as detailed in Bauer et al., 2000;
enviscope GmbH as described in Zahn et al., 2012).
Many groups of micrometeorologists and tower network (FLUXNET) sites around the
world use EC systems, where scalar concentration analyzer and wind measurement are
separated by up to several tens of meters (Goulden et al., 1997; Hollinger et al., 1999;
Loescher et al., 2003; Moncrieff et al., 1997; Pilegaard, 2001). To transport a gas sample
to the fast-response analyzer, a tube system is used. The application of these closed-path
systems suffers from lags and attenuation of high-frequency fluctuations. However, for
some trace species like O3, this closed-path approach is the only method of making EC
measurements, as no open-path analyzers are available so far, and the approach allows
easier access and protection of measurement equipment. The low-pass filtering effects
in closed-path EC systems can partly be explained by mixing effects in tubes (Lenschow
and Raupach, 1991; Leuning and Judd, 1996; Leuning and Moncrieff, 1990; Massman,
1991). The damping of higher frequencies is due to differential advection caused by the
radial variation of the mean velocity and simultaneous radial diffusion of the sample gas
(Lenschow and Raupach, 1991; Taylor, 1953, 1954; Massman and Ibrom, 2008). There-
fore, concentration fluctuations introduced into the tube are smeared as they advect down
the tube. The result is an increasing attenuation of the signal with increasing frequency
and tube length. The effect of signal reduction on the flux determination is described in
several recent studies (Philip, 1963a,b; Lenschow and Raupach, 1991) and the attenuation
has received some physically based theoretical modeling based on passive tracer formu-
lations in a tube flow system (Lenschow and Raupach, 1991; Massman, 1991; Massman
and Ibrom, 2008). Physical adsorption and desorption at the tube walls, as in the case of
water vapor, leads to an increased high-frequency attenuation (e.g. Ammann et al., 2006;
Ibrom et al., 2007; Massman and Ibrom, 2008; Runkle et al., 2012), which was shown for
first-order sorption (or destruction) of ozone at the tube wall in an EC ozone flux sampling
tube by Massman (1991). When no interaction between the solute and the tube wall is
occuring, fluctuations are usually attenuated less by turbulent tube flow than by laminar
tube flow (Massman, 1991). Therefore, turbulent flow is typically maintained to minimize
the effect of attenuation of fluctuations (Lenschow and Raupach, 1991). The above men-



6 1.1 Fundamentals

tioned studies found the attenuation to be dependent on tube length and diameter, flow
Reynolds number and molecular Schmidt number of the particular gas. In order to insure
the accuracy of the closed-path approach, it is important to account for the attenuation of
fluctuations caused by the flow within the tube. Consequently, the attenuated and phase-
shifted concentration fluctuations and covariances need to be corrected.
As a result of the finding of low-pass filtering effects by the inlet tubing, different meth-
ods have been developed to correct the data either in spectral (Aubinet et al., 2000, 2001;
Massman, 2000; Moncrieff et al., 1997; Moore, 1986; Ibrom et al., 2007; Ammann et al.,
2006; Moravek et al., 2013) or in time space (Goulden et al., 1997; Hollinger et al., 1999).
For the post-processing of closed-path EC system data, empirical transfer functions are ap-
plied to compensate for attenuation effects of long tubing (Lenschow and Raupach, 1991;
Leuning and Judd, 1996; Massman, 1991), or a correction factor is determined by com-
paring attenuated and unattenuated frequency spectra (Aubinet et al., 2001; Ibrom et al.,
2007; Leuning and King, 1992). Another possibility is to estimate a cospectrum for each
block averaging period by Fourier transform, correct the cospectrum, and integrate the cor-
rected cospectrum to obtain the desired flux. This cospectral correction method may be the
best method of all because it requires the fewest assumptions. However, it is numerically
intensive and therefore impractical for long duration experiments comprising many block
averaging periods. In order to determine the effect of the inlet tubing on the attenuation of
fluctuations, spectral analyses have been performed for several measurements, especially
for closed-path CO2 and H2O instruments. The resulting spectra of measurements with
open- and closed-path instruments have been compared (Ibrom et al., 2007; Runkle et al.,
2012; Leuning and Moncrieff, 1990; Leuning and King, 1992; Massman, 2000) or the
cospectrum of the closed-path instrument has been compared with the ideal sensible heat
flux cospectrum (Aubinet et al., 2001; Massman, 2004; Ammann et al., 2006; Ibrom et al.,
2007; Mammarella et al., 2009). For ozone fluxes measured with closed-path EC systems,
the effect of attenuation of fluctuations has been analyzed by Keronen et al. (2003) and
Cieslik (1998) for individual instruments and Zhu (2008) showed the importance of the
correction for the determination of ozone flux profiles, which showed the expected trend
with height only after correcting for differences of the sensors.

As flux measurements are restricted to a limited number of sites and time periods, models
are applied to determine fluxes for larger areas. Furthermore, the application of a model is
required for the analysis of surface or boundary layer observations of reactive compounds
and aerosols in terms of surface sources, sinks and transport. Models for the exchange
of gases between the atmosphere and the biosphere are used for transpiration modeling
and, regarding climate change, for the modeling of CO2 exchange. Models have the ad-
vantage of being able to extrapolate measurements towards larger regions and their results
can be used to close gaps in the measurements if the model has been validated for the
respective site. For the determination of the turbulent exchange between the atmosphere
and the biosphere, layer models of different levels are applied. One-layer models ("big
leaf" models) consider soil, plant and the atmosphere above. The plant lies like a big leaf
above the soil and is not divided in more detailed layers. These models contain surface
layer physics and consist in some cases of several layers. Multi-layer models divide the
atmosphere into several horizontal layers. Models with boundary layer coupling are state
of the art. Atmosphere-biosphere exchange models are usually based on the resistance
approach (Wesely, 1989; Ganzeveld and Lelieveld, 1995; Fig. 4.2). Fluxes are related to
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concentrations through resistances by analogy with an electric circuit. The easiest concept
is the comparison with Ohm’s law I = U/R, where the flux is compared to the current
and the concentration to the voltage. The resistance opposed to the flux can be displayed
as a circuit of the single resistances. For the analysis of surface layer observations of con-
centrations and fluxes, the individual contributions by emission, dry deposition, chemical
transformations and turbulent transport as well as interactions between these processes in-
side and above the canopy need to be considered by the model.

1.2 Motivation and outline

The previous section outlined the importance of precise ozone flux measurements for the
analysis of the atmosphere-biosphere ozone exchange as well as for model validation pur-
poses. This thesis presents ozone flux measurements during two distinct measurement
campaigns within three different ecosystems: a grassland site in Mainz, Germany, and a
Norway spruce forest as well as a mixed clear-cut vegetation in the Fichtelgebirge.

Ozone interaction with vegetation is controlled by stomatal uptake, deposition to plant
surfaces and soil, as well as chemical transformations. Understanding these processes and
quantifying the ozone exchange for different ecosystem types are prerequisites to upscale
from local measurements towards regional ozone fluxes. The investigations are related
to disturbed ecosystems as landscape studies suffer poor description of scale transitions
in case of such heterogeneities. The objectives of this work are to give answers to the
following questions:

• How do disturbed ecosystems affect the atmosphere-biosphere ozone exchange?

• Is the Multi-Layer Canopy CHemistry Exchange Model MLC-CHEM able to repro-
duce the measured ozone fluxes?

This is done by analyzing the difference in atmosphere-biosphere exchange between a
spruce forest ecosystem and a canopy with low heterogeneous vegetation. To this end,
within the scope of the EGER (ExchanGE processes in mountainous Regions) project, O3

exchange was measured by the eddy-covariance method. The time series and diurnal cycles
of trace substances in the soil-vegetation-boundary layer system are analyzed. Finally, for
evaluation purposes, the EC fluxes (simultaneous measurements of an undisturbed forest
and a clear-cut) are compared with those obtained from a modeling study, and recommen-
dations how to improve the model output are given.

In some field campaigns, it is not possible to mount the gas-analyzer close to the sonic
and the use of a longer inlet tube is unavoidable. Previous studies performed under field
conditions already noted an underestimation of the EC flux caused by the attenuation of
ozone concentration fluctuations in a tube (Keronen et al., 2003; Zhu, 2008). For a correct
interpretation of the measured fluxes it is important to estimate the error that is produced by
the EC system, consisting of sensor and inlet tube, which is not involved in the corrections
by eddy-covariance software packages. If there are distinctive differences between the
EC setups or even individual instruments, it is not sufficient to apply the same corrections
and quality criteria. In theoretical corrections, the effects of different sensor flow rates or
differing tube lengths between EC systems are considered, and not applying the correction
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after the determination of fluxes by the software could lead to misinterpretations when
comparing fluxes from different campaigns, ecosystems and sites. However, it needs to be
justified that the correction is applicable for ozone flux measurement systems, as Aubinet
et al. (2000) have shown that transfer functions predicted by theory can significantly depart
from the ones estimated experimentally. Therefore, the results of experimentally estimated
correction factors will be compared with the results of a transfer function for a laminar
flow through a straight tubing. The main objective of this thesis is to answer the following
question:

• Are the existing theoretic transfer functions derived for other species suitable to cor-
rect for the underestimation of the measured ozone fluxes?

To the best knowledge of the author, so far no comparison of theoretically and experimen-
tally estimated correction factors was performed for ozone.
The limits of EC flux measurements of ozone are explored using state-of-the art equipment
within a grassland ecosystem in Mainz, Germany. The performance of different EC sys-
tems is investigated using the cospectral correction method and the effect of wind speed
on the EC flux correction is explored. A recommendation for the post-processing of the
data of future ozone flux measurements is derived under the assumption that the results are
representative for other EC ozone systems.

The sites where the measurements for these investigations were performed is described in
chapter 2. Chapters 3 and 4 will describe the applied methods of measurement and model-
ing as well as the post-processing of the data. In chapter 5 the results of the measurement
for the validation of the flux correction method will be analyzed. The measurement and
modeling at the EGER site will be presented and discussed in chapter 6. The conclusions
and an outlook for further investigations will be given in chapter 7.



2 Experimental setup: Field campaigns

The data used for the analysis of ozone fluxes of different ecosystems was collected during
two field campaigns. The setup of the EGER campaign in summer 2011 and the experiment
at the airfield Mainz-Finthen in summer 2013 will be described in the following sections.

2.1 ExchanGE processes in mountainous Regions
(EGER)

As part of the DFG funded EGER (ExchanGE processes in mountainous Regions) project,
the ozone exchange between the atmosphere and the biosphere was investigated during the
third intensive observation period of the project (EGER-IOP3) in summer 2011. In the first
project phase, two IOPs have been performed (Serafimovich et al., 2008a,b) with results
published by Foken et al. (2011) and Foken et al. (2012). In the second phase, the focus of
EGER was on disturbed ecosystems and their effect on the trace gas exchange. The main
focus of the analysis of ozone fluxes was on the differences in exchange between a spruce
forest canopy and a wind-throw vegetation. IOP3 was conducted from June 15 to July 25,
2011 at the research site of the Bayreuth Centre of Ecological and Environmental Research
(BayCEER). The experiment site was located in a spruce forest ecosystem surrounding
the FLUXNET (Baldocchi et al., 2001) site DE-Bay (Waldstein-Weidenbrunnen) in the
Fichtelgebirge mountains in south-east Germany. The Fichtelgebirge is a low mountain
range in north-eastern Bavaria, Germany. "Waldstein" is a hillside in the north-western
part of the Fichtelgebirge mountains. The site is in the upper catchment of the stream
"Lehstenbach" between the hilltops of "Großer Waldstein" (879 m a.s.l.) in the south-west
and "Bergkopf" (857 m a.s.l.) in the north-east. The surrounding topography is described
in Thomas and Foken (2007). The complete experiment site of EGER-IOP3 consists of an
area of 4 km 2 differing in topography and vegetation cover.
Due to a wind-throw by the storm "Kyrill" on January 18, 2007, it was possible to use the
FLUXNET site for the analysis of the effect of a disturbed ecosystem. The measurement
site (50°8’ N, 11°52’ E, ~775 m a.s.l) containes a spruce forest (Picea abies) patch as well
as a clearing south of the forest edge (see Fig. 2.1(a)) and the terrain is moderately sloped
towards the south with about 3°. The clearing can be attributed to the wind-throw by the
storm "Kyrill" and the northern border of the clearing is artificially straightened.

Ozone measurements have been performed on two masts, one on the main tower (M1, see
Fig. 2.1(c) and Tab. 2.1) above the forest and the other one on the turbulence mast (M4,
see Fig. 2.1(e) and Tab. 2.1) on the wind-throw. On M1 eddy-covariance measurements
of fluxes of sensible and latent heat, carbon dioxid (CO2) and ozone were carried out at
32 m height and on M4 at 5.5 m height in both cases about 5 m above the canopy top.
Only the ozone measurements were performed by the author, all other flux measurements

9
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Table 2.1: Characteristics of the ozone measurement sites.
M1 M4

surface type spruce forest wind-throw
hmeas [m] 32 5.5
hcanopy [m] 27 0.4

PAI [m2 m−2] 6.0 3.34

Figure 2.1: Masts M1 and M4 and their surrounding vegetation. (a) Positions of the masts
M1 and M4, where the ozone measurements were performed; (b), (c) main tower M1
and its surrounding vegetation; (d), (e) turbulence mast M4 and its surrounding vegeta-
tion.

were conducted by participants from the Department of Micrometeorology, University of
Bayreuth, Germany.
For the measurements of vertical velocity, a USA-1 (METEK GmbH, Germany) sonic
anemometer was installed at 32.5 m height on M1 (see Fig. 2.1(b),(c)) and a CSAT3
(Campbell Scientific Inc., USA) sonic anemometer was mounted on M4 at 5.5 m (see Fig.
2.1(d),(e)). Ozone fluctuations were measured with fast response ozone sensors (enviscope
GmbH, Germany; Zahn et al., 2012). For the calibration of the ozone data, UV absorption
based slow response ozone monitors (Model 205, 2B Technologies, Inc.) were applied. To
measure CO2 and water vapor fluxes, a Li7000 was mounted at M1 and a Li7500 at M4.
The high frequency data was sampled at 20 Hz. The measurement frequency of the sonics
was 20 Hz. The fast ozone sensors were run with a frequency of 10 Hz until power outages
occured, whereafter the frequency changed to 25 Hz. The inlets of both ozone instruments
were mounted alongside each other directly beneath the sonic on both masts and protected
from rain and insects by a net and a funnel. More information about the installation of the
instruments is given in Table 2.2. The data aquisition and recording for M1 was done with
the tcopy logging program on a computer based in a hut at the bottom of the tower. At
M4, a Campbell logger (CR3000) was installed. The calculation of fluxes and turbulence
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statistics is performed by the eddy-covariance software TK3 (Mauder and Foken, 2011).
The chemical discs inside the fast ozone sensors were exchanged every two days, result-
ing in data gaps of a few seconds. The respective and subsequent half-hour fluxes were
excluded from analysis. Three calibrations of the ozone monitor were performed (June 14,
July 08, July 23) with an Ozone Calibration Source (Model 306, 2B Technologies, Inc.)
and they were taken into account during post-processing by linear interpolation between
the calibration checks. In the 30-minute interval of the calibration, no absolute ozone mix-
ing ratio measurement is available and for the flux calculation the average of the previous
and following half-hour values was taken. Additional data gaps resulted from power out-
ages.

Table 2.2: Installation information of the ozone instruments at M1 and M4.
M1 M4

sampling frequency of
ozone monitor

0.5 Hz 0.5 Hz

sampling frequency of
ozone sensor

25 Hz (up to
01.07. 10 Hz)

25 Hz (up to
06.07. 10 Hz)

vertical displacement
of inlets

30 cm 31 cm

horizontal
displacement of inlets

19 cm 14 cm

tube length of ozone
sensor

7.0 m 9.5 m

From July 26 (10:50 CET) to July 27, 2011 (14:00 CET), the two enviscope ozone sensors
were run side-by-side to investigate their consistency. They were mounted at the turbu-
lence mast M4 in a height of 2.25 m above ground and the data was collected with the
CR3000 logger, applied for the data from the 5 m measurements during IOP3. Each sen-
sor remained on the setup (same tube and tube length) as during the main measurement
campaign.

For the determination of the vegetation structure, which is necessary for the analysis and
the modeling of fluxes, forest inventories were performed at 30 positions within the exper-
iment site. The plant area index (PAI, last row of table 2.1) was measured by the LAI-2200
plant canopy analyzer (LI-COR, Lincoln, USA) at all 30 forest plots. The PAI is deter-
mined by spectral radiation measurements in the photosynthetic active radiation (PAR)
range by comparing the radiation underneath the biomass with the uninfluenced radiation.
At 15 of the 30 plots tree positions, trees per hectar, tree circumferences and tree heights
were determined as well. On the clearing, only main cover types were measured (Picea,
Calamagrostis, Deschampsia, Vaccinium, Juncus, Alnus and other deciduous trees, dead
wood). For these species, averaged height and the coverage were determined by vegetation
transects. Therefore, three sites were chosen along the forest edge consisting of five plots
each. The transects had a length of 30 m with a 100-110° orientation, which is parallel
to the forest edge, and the five transects were 10 m apart from each other in perpendicu-
lar direction. The PAI of the selected species was measured with the LAI-2200 (LI-COR,
Lincoln, USA) at the three sites on June 16, July 02, 14 and 25. The results of the transect
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Table 2.3: Distribution of main cover types on the clear-cut (modified after Serafimovich
et al., 2011).

Ground Cover Height PAI
[%] [m] [m2 m−2]

Deschampsia 21.7 ± 18.8 0.17 ± 0.05 2.65 ± 1.08
Picea 21.4 ± 13.7 1.21 ± 0.50 8.67 ± 2.29

Vaccinium 15.9 ± 11.4 0.27 ± 0.10 3.46 ± 1.05
Calamagrostis,

Agrostis
9.0 ± 11.3 0.42 ± 0.10 3.43 ± 1.07

Juncus, Carex 3.1 ± 6.5 0.74 ± 0.13 1.77 ± 0.60
other herbaceous 1.6 ± 2.5 - -

moss 0.9 ± 1.9 - -
dead grass, bare soil 7.2 ± 11.0 - -
dead wood (harvest

residuals)
18.8 ± 14.2 - -

water 0.2 ± 0.6 - -

measurements are summarized in Table 2.3.
In addition, airborne LIDAR (laser scanner) measurements (Trimble/Toposys) were per-
formed to document the spatial distribution of trees at the Weidenbrunnen site and in order
to parameterize models for even larger areas (4 km2 from Großer Waldstein up to Köhler-
loh and Weidenbrunnen). The LIDAR elevation and vegetation surface data is available in
1 m resolution.

A more detailed description of the site and all measurements performed during the cam-
paign can be found in Serafimovich et al. (2011).

2.2 Airfield Mainz-Finthen

Based on the differences found for fluxes measured with different ozone sensor setups
during the two days of instrument comparison at the end of the EGER-IOP3 campaign
with two enviscope ozone sensors, a second more extended side-by-side field campaign
was performed from July to August 2013 to investigate the consistency and to analyse
systematic deviations between ozone sensors.
The experiment site was located at the estate of the airfield Mainz-Finthen (49.9685 N,
8.1481 E, ~185 m a.s.l.) in Rhine Hessen (Germany). The airfield is located south-west of
the city of Mainz and the main landcover in the other directions is agricultural area. The
vegetation type is classified as a nutrient poor steppe-like grassland ecosystem with a mean
canopy height of 0.6 m. Due to hot and dry conditions before and during the measurements,
the vegetation was dry, thus reducing the expectable stomatal deposition.

The measurements were performed using an eddy-covariance setup. The vertical velocity
was measured with a USA-1 (METEK GmbH, Germany) sonic anemometer, which was
installed at a height of 2.8 m. Only one sonic was applied for the determination of ozone
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fluxes during the campaign. This was done to avoid a potential influence of different sonics
on the result of the flux measurement. For the side-by-side comparison, up to 7 fast-
response ozone sensors (enviscope GmbH, Germany) measured fluctuations of the ozone
mixing ratio (see Fig. 2.2). Due to broken fans inside the sensors, only four of them
were running throughout the whole campaign. As the ozone sensors provide only ozone
fluctuations, they have been calibrated by a slow-response ultraviolet photometric analyzer
(TEI 49, Thermo Environmental Instruments Inc., Franklin, MA, USA) as reference. The
inlets of all ozone sensors were mounted next to each other on the mast, together with the
inlet of the monitor for the absolute ozone measurements. As the sensors draw in a large
volume of air, they were installed in some distance from the center of the sonic to not
disturb the wind measurements. Therefore, the horizontal and vertical displacement was
85 cm and 15 cm, respectively. The air was transported from the inlets to the instruments
through black 3/8" PFA tubing (inner diameter (ID) of 7.52 mm). For the comparison
of the sensors, all sensors were equipped with tubes of the same length (l = 3 m) from
July 19 until July 29. For the investigation of the effect of the tube length on the flux
underestimation, all sensors were equipped with tubes of different lengths (l = 3, 5, 7, 10
m) from August 01 until August 12.
The sonic and the ozone sensors were mounted in south-east and north-west direction from
the mast, respectively, as the main wind directions of the site are south-west and north-east.
For the further analysis, data belonging to wind directions where the mast is in-between the
sonic - ozone sensor path is neglected otherwise the mast would influence the turbulence
field.
The chemical discs inside the fast ozone instruments were replaced twice a week and the
respective and subsequent half-hour data of this exchange period was excluded from further
analysis.
The reinstallation of an afore broken ozone sensor on August 01 led to the appearance
of single unrealistic large and small relative mixing ratios in the time series of all ozone
sensors receiving power by the same power line. This affected all ozone instruments until
the end of the experiment. The spikes could be distinguished from normal fluctuations, but
caused gaps in the time series.

The data of the sonic anemometer and the ozone instruments was sampled with a frequency
of 50 Hz using two CR3000 Campbell data loggers. One of them collected the data from
the sonic, the other one from the fast ozone sensors and the slow ozone monitor. Due to the
large amount of data recorded by the second data logger, a time delay occured, resulting
in an increasing lag time between the data from the sonic and the ozone instruments with
time. This was corrected during post-processing by determining the time shift, where the
sonic and ozone data show the best correlation. A third Campbell data logger recorded the
data of a weather station, which was mounted on a second mast north-west of the main
mast. It provided meteorological data at intervals of 10 minutes.
The eddy-covariance software TK3 (Mauder and Foken, 2011) was used for the calculation
of fluxes and turbulence statistics.
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Figure 2.2: Setup of the instruments at the airfield Mainz-Finthen. On the left side the main
mast is displayed with the sonic and the ozone sensors (red boxes), on the right side the
weather station is on a second mast. The picture is taken in south-western direction.



3 Measurement of ozone fluxes

This chapter gives an overview of the technique used for the measurement of ozone fluxes.
In addition to the theory of the technique, the instruments applied for the measurement
and the data processing is presented. For the determination of ozone, CO2, sensible and
latent heat fluxes the eddy-covariance technique is applied. The instruments used for the
measurement of the required quantities are described in section 3.1 and the method is
demonstrated in section 3.2. Section 3.3 presents the necessary steps of the data processing.
As different eddy-covariance systems for the measurement of ozone fluxes give different
results, the steps on how to investigate the comparability between different eddy-covariance
systems are introduced in section 3.4.

3.1 Instrumentation for flux measurements

As eddies of different spatial scales contribute to the flux, the instruments need to be able
to capture the bulk of eddies passing the sensor.
Fast fluctuations of wind velocity and temperature are measured with sonic anemometers.
Ultrasonic sound waves are used for the measurement of wind velocity and the result is
based on the time of flight of sonic pulses between pairs of transducers. Sonics are also
used as thermometers, as the speed of sound is temperature dependent. Two different
kinds of anemometers are applied, a USA-1 (METEK GmbH, Germany) sonic anemome-
ter (main tower M1 during EGER and on airfield Mainz-Finthen) and a CSAT3 (Campbell
Scientific Inc., USA) sonic anemometer (turbulence mast M4 during EGER). The sonics
differ in the alignment of the three arms and in their maximum sampling frequency. The
instrument that is used in addition to the sonic anemometer should be placed beneath the
middle of the measurement path of the sonic rather than above (Kristensen et al., 1997).
In order to measure turbulent ozone fluxes, the instruments need to capture fast fluctua-
tions of ozone mixing ratio. For the measurement, fast-response ozone sensors (enviscope
GmbH, Germany; Zahn et al., 2012) have been applied, which are dry chemiluminescence
instruments. The sensor was designed as a cooperation between enviscope GmbH and the
Institute for Meteorology and Climate Research (IMK) of the Research Center Karlsruhe
(KIT) and Figure 3.1 shows the sensor and its mechanical setup. First sensors of this type
were produced by Güsten et al. (1992). The measurement principle is based upon the chem-
ical reaction of ozone with the organic dye coating of a reaction plate inside the instrument.
The plate is placed in front of a photomultiplier and is exposed to the stream of ambient
air through the instrument. The chemical reaction leads to the emittance of light within the
visible wavelength range (~500 nm), which is detected by a photomultiplier. The instru-
ment can be used for the measurement of fast ozone concentration fluctuations due to the
very fast reaction and subsequent electronic analysis of the light signal (Zahn et al., 2012).
Its sensitivity depends on the used sensor disc and decreases during the use. Sensor discs
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with a more constant sensitivity have recently been produced by Ermel et al. (2013). Due
to the non-constant sensitivity of the chemical plates, the sensor can only give the mixing
ratio in arbitrary units (0-5 V) and parallel measurements of absolute ozone mixing ratios
are needed to calibrate the output signal. In addition, the sensitivity of the measurement
depends on the humidity of the sensor discs, thus there is a cross-sensitivity regarding wa-
ter vapor in the air. An increase in sensitivity is reported by Schurath et al. (1991) after a
relaxation time to adjust to the enhancement factor. To activate the dye coated plates, they
have to be pre-ozonised ahead of their application with air of high ozone concentration to
get the sensitivity to its maximum. When the sensor disc is changed, small gaps appear in
the time series. The instrument allows a sampling frequency of up to 50 Hz (20 ms). If

(a) (b)

Figure 3.1: Mechanical setup of the applied fast ozone analyzer. In (a) the entire ozone
instrument is displayed and (b) shows the two compartments with the channel photo-
multiplier (CPM) and the high-voltage (HV) supply as well as the electronics (taken
from Zahn et al., 2012).

a lower frequency is chosen, the single measurements can be averaged to a lower output
frequency (1, 10, 25 Hz) and thus the data is smoothed. For example, if a 10 Hz frequency
is chosen, five subsequent measurements are averaged. The precision of the instrument
depends on the number of photons reaching the photomultiplier. It is given with about 0.4
ppbv at a measurement frequency of 50 Hz and 0.09 ppbv at 1 Hz for dry air at an ambient
mixing ratio of 45/50 ppbv (Zahn et al., 2012 and instruction manual as of July 01, 2010,
respectively).
As the dry chemiluminescence technique is not absolute, a frequent calibration with ab-
solute mixing ratios is needed. The slow-response measurement of ozone mixing ratios
is performed with UV absorption based slow-response ozone monitors (Model 205, 2B
Technologies, Inc.; during EGER) and a slow-response UV photometric analyzer (TEI 49,
Thermo Environmental Instruments Inc., Franklin, MA, USA; at airfield Mainz-Finthen).
A low-pressure mercury lamp with a principal emission wavelength of 254 nm is used.
This is the wavelength, where the ozone molecule has its absorption maximum. The mea-
surement is based on the attenuation of light and the concentration is determined after the
Beer-Lambert Law. The 2B Technologies instrument can measure with a frequency of up
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to 0.5 Hz, which is too slow for the direct use in EC measurements.

3.2 The eddy-covariance method

In general a flux is defined as how much of something moves through a unit area per unit
time (Burba and Anderson, 2010). The turbulent flux can be considered as a superposition
of eddies of different sizes (frequencies) transporting air with varying composition. The
eddy-covariance method is one of the most applied techniques for the determination of
fluxes (e.g. sensible and latent heat flux, CO2, methane, ozone and other trace gas fluxes).
It is a direct approach for the measurement of fluxes and no empirical coefficients need to
be applied (Foken et al., 1995; Kaimal and Finnigan, 1994; Lee et al., 2004).
The method is based on a number of assumptions. The most important assumptions for the
exact application of the technique are horizontal homogeneity of the surface and stationary
atmospheric conditions. The derivation of the mathematical algorithms is based on these
assumptions and simplifications, and the quality of the result depends on how good the
assumptions are fulfilled, on physical phenomena, instrumental problems, specificies of
the terrain and the setup (Burba and Anderson, 2010). Therefore, for the definition of the
measurement site, the exclusion of internal boundary layers and influence of obstacles and
the identification of the footprint area (area surrounding the sensor that influences the result
of the measurement) are of special importance. As state-of-the-art measurement systems
give precise data, the quality of the measurement does not depend on the instrumentation,
but on the operating conditions and the application of necessary corrections. In forested
areas the characteristics of high vegetation also need to be considered for the finding of the
measurement site (Foken, 2008).

In order to obtain fluxes from the measured quantities, a mathematical algorithm needs to
be determined. A vertical turbulent flux is defined as the time average of the product of
the vertical wind velocity w and the concentration of the substance c. The instantaneous
values can be decomposed into a mean and a fluctuating part (Reynolds decomposition),
thus the flux Fc is (after Webb et al., 1980):

Fc = w · c = (w + w′) · (c+ c′) = w · c+ w′ · c′ = w′ · c′ . (3.1)

The overbar denotes a time average and primes the fluctuating parts. The derivation of
Equation 3.1 is based on w=0, w′=0 and c′=0. Therefore, the EC method can give the
flux as a direct result as from the time series of each measured quantity, a time series of
perturbations can be yielded. Multiplying the respective values and averaging gives the
covariance (Stull, 1988). The EC method is valid for non-reactive gases like CO2, but
for reactive trace gases the technique can only be applied if the gases are present with
high concentration and if the reactions do not play an important role. This is the case for
daytime ozone deposition in rural areas.

From the turbulent deposition flux of ozone, the deposition velocity vd can be deter-
mined. The formulation of the dry deposition assumes that the deposition flux is directly
proportional to the local concentration c at the measurement height and is only valid if
c(z = 0) = 0:

Fc = −vd · c . (3.2)
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The deposition velocity vd is a proportionality factor, it indicates the combined effect of
all physical, chemical and physiological processes causing the flux, regardless of concen-
tration (Keronen et al., 2003). Since the deposition velocity is determined by dividing the
flux by the mean concentration, it can be interpreted as a normalized flux. The deposition
velocity can be calculated directly from the measurement of fluctuations, even if those have
no absolute unit:

vd = −w
′s′

s
; s: sensor output (e.g. voltage) . (3.3)

The turbulent fluctuations need to be sampled with a high frequency to cover the frequency
spectrum up to frequencies of 10-20 Hz. The time period for the measurement is depending
on the atmospheric stability, the wind velocity and the measurement height. For daytime
unstable stratification the time period is lower than for nighttime stable conditions. In most
cases a time window of 30 minutes is taken for the whole day. For shorter periods the
longwave contribution to the flux is missing and for longer periods the conditions might
not be considered as stationary.

3.3 Data processing

For the processing of measured data, a variety of software packages is available, which
have been tested in inter-comparison experiments (Mauder et al., 2008). They differ slightly
in the application of corrections and quality control measures.
For this work, the fluxes are calculated by the well-known eddy-covariance software TK3
from the University of Bayreuth (for a detailed description see Mauder and Foken, 2011).
The software applies lag correction, coordinate rotation and spectral corrections. In addi-
tion, it also performs a spike detection in advance and it has a module for quality assurance
and quality control (QA/QC), which checks for stationarity and well-developed turbulence.
The application of corrections is closely connected to the quality control. Furthermore, the
output of an estimate for the random error is included, which consists of a stochastic er-
ror after Finkelstein and Sims (2001) and instrumental noise according to Lenschow et al.
(2000). The new software including the error estimation is described by Mauder et al.
(2013). As the software’s ozone channel is not fully implemented yet, the ozone data was
inserted into the N2O channel and the resulting flux was converted into the ozone flux by
considering the different molecular weights.
The results of the TK3 software package were compared with those obtained with a MAT-
LAB code, which was developed at Max Planck Institute for Chemistry (MPIC) by Z. Zhu
(Institute for Geographic Sciences and Natural Resources Research, Chinese Academy of
Sciences (CAS), Beijing, China). The code was used for the evaluation of ozone fluxes
during the first phase of the EGER project (EGER-IOP1&2). The same corrections as in
TK3 are performed, but no spike detection is done and it includes no error estimation or
QA/QC module. The MPIC code was partly rewritten by the author to be compatible with
the data from EGER-IOP3.

As most measurement sites do not meet all assumptions for the EC technique (like hori-
zontal homogeneous surface or simultaneous measurement of all variables at exactly the
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same place), some corrections have to be applied, which are described in section 3.3.2. The
estimation of the flux error and the quality control measures are described in sections 3.3.3
and 3.3.4.

3.3.1 Pre-processing of the data

The raw data obtained by the measurements is not necessarily correct due to nonmeteoro-
logical events like bug strikes of the sensor or voltage surges in the power supply. To get
physical correct data, pre-processing steps are applied on the time series (Mauder and Fo-
ken, 2011). The first step is to get rid of spikes in the time series, which are unrealistically
large or small values associated with nonmeteorological events (Stull, 1988). Therefore,
plausibility tests are applied on the measured time series. Electronic and meteorological
plausibility tests recognize wrong values. Those and missing values shall be neglected. For
all measured variables (like concentrations, wind speeds, temperature) consistency limits
are given and measurements exceeding these values are excluded from the flux calcula-
tion. Technical problems are not seperable from inappropriate meteorological influences
and both have to be exposed.
Two different approaches are used to detect spikes. Following Vickers and Mahrt (1997)
and Hojstrup (1993) the spike detection is performed for the data of the airfield Mainz-
Finthen. Spikes are defined as values exceeding 4.5 times the standard deviation in a shift-
ing window of 15 values, provided that this is not fulfilled for more than three values in
a row. The spike elimination is run 5 times, increasing the standard deviation threshold
by 0.1 in each round. Another method of detecting spikes, which is utilized by the eddy-
covariance software package TK3, is the use of Median Absolute Deviation (MAD). The
advantage of this method, compared to the afore mentioned, is its lower computational cost
as it avoids iterations. A data point xi is flagged as a spike if it is not in the range

〈x〉 − q ·MAD
0.6745

≤ xi ≤ 〈x〉+
q ·MAD
0.6745

. (3.4)

〈x〉 denotes the median of x, MAD = 〈|xi − 〈x〉 |〉 and q is a threshold value which is set
to 7. MAD is a more robust statistical metric than the test by Vickers and Mahrt (1997)
(Mauder et al., 2008).

Due to the transfer of sampled air from the inlet to the instrument, the application of closed-
path instruments results in a time lag in the order of seconds. To consider the influence of
the drift of turbulent eddies with the wind through anemometers and additional sensors and
to adjust for slightly changing tube delay of closed-path sensors, a cross-correlation anal-
ysis is performed for a time window of ±20 timesteps around a given lag time estimated
by tube length and flow rate (Mauder and Foken, 2011). After the analysis, the time series
of the signal is shifted against that of the vertical wind velocity by the time lag matching
the maximum of the cross-correlation (Foken, 2008). The cross-correlation also corrects
for the time it takes for an eddy to get from one sensor to the other, if there is a sensor
separation in longitudinal wind direction (Moore, 1986). For the correction of the lateral
separation the angle between the sensors and the wind direction have to be known.

Missing values are not replaced by interpolation, but they are marked as missing values
and excluded from the calculations. A time series should not consist of more than 10 %
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missing values, otherwise the half-hour data is discarded (Mauder and Foken, 2011). In
the case of spectral calculations, no missing values are allowed in-between the time series
and respective 30 minute periods are neglected.

3.3.2 Corrections

From the pre-processed data series variances, covariances and other statistical moments
are calculated. Due to violations of assumptions of the underlying theory, several cor-
rections are necessary for eddy-covariance flux measurements (Mauder and Foken, 2011).
A detailed description can be found in Foken (2008) and Mauder and Foken (2011) and
in the following sections only the corrections having an effect on the ozone flux will be
introduced.

3.3.2.1 Coordinate rotation

The eddy-covariance method requires a zero mean vertical velocity. In order to fulfill
this prerequisite, the data is corrected by a rotation into the mean wind (Foken, 2008).
Therefore, a transformation is performed from the sonic anemometer coordinate system
(index m) to a coordinate system with w = 0. This is done by matrix multiplication with
a rotation matrix A. The full coordinate transformation consists of three rotations around
the three axes of the coordinate system, described by three rotation matrices (B, C, D) and
three angles, with A = BCD: umvm

wm

 = A

uv
w

 . (3.5)

To receive a zero vertical velocity, two different methods to determine the rotation angles
are available, which work on different time scales. The first one is the Planar Fit method
after Wilczak et al. (2001), which is applied on the data of EGER-IOP3. The vertical wind
velocity is averaged to zero over the whole data set or a longer time range (days to weeks).
The rotations are directed to the mean stream lines for a site with unchanged setup of the
sonic anemometer. The angles of the rotation are calculated by multiple linear regression
and the steps of the coordinate rotation are shown in Fig. 3.2(b). An advantage is that it
covers a wide range of wind directions, with a large diversity of points to fit the plane. In
many cases, a turbulence data set of five days is long enough.
The second method is the Double Rotation method after Kaimal and Finnigan (1994),
where w is set to zero for each half-hour period, indicated by the upper part of Figure
3.2(a). The coordinate system is turned to follow the stream lines. In tilted areas those
are not necessarily normal to gravity. McMillen (1988) proposed a third rotation which
should make the covariance between the vertical component and the component normal
to the horizontal wind vanish (Kaimal and Finnigan, 1994). It has only minor impact on
the fluxes and can create unrealistic values, thus only the first two steps are recommended
(Aubinet et al., 2000). In case of disturbed periods (free convection, moving of the sensor),
the Double Rotation method should be used, as those disturbances do not allow a rotation
over a longer time period (Mauder and Foken, 2011). Therefore, the latter method was
used for the coordinate rotation of the data of the airfield Mainz-Finthen.
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Figure 3.2: Steps of the coordinate rotation methods. (a) Double Rotation and (b) Planar
Fit (taken from Foken, 2008).

Eddy-covariance software packages do not apply the coordinate rotation on the raw data,
but on the already calculated averages, variances and covariances. In Equation 3.6 this is
exemplarily shown for the horizontal and vertical flux of the temperature:u′mT ′v′mT

′

w′mT
′

 = A

u′T ′v′T ′

w′T ′

 . (3.6)

A detailed description of the coordinate rotation methods can be found in Foken (2008)
and Mauder and Foken (2011), giving the respective rotation angles and matrices.

3.3.2.2 Spectral correction

The next step in the correction procedure is to adjust the spectral resolution of the mea-
surement system to the actual turbulence spectrum. The characteristic distribution of the
turbulence elements by their size can be described by the turbulence spectrum, which is
the energy distribution of turbulent eddies according to their wave number or frequency.
Turbulent kinetic energy (TKE), which consists of the contributions of the energy of the dif-
ferent size eddies, is produced by buoyant forces or by shear of the mean flow. Initially, this
energy passes over to large turbulence elements. In the power spectrum, which is shown
in Figure 3.3, this range is called production range P and contains the energy-containing
eddies (f about 10−4 Hz). In the inertial subrange I the energy is passed from the larger
to smaller scales down to the molecular range in a cascade process. The energy coming
from energy-containing eddies is in equilibrium with the net energy cascading to smaller
eddies, resulting in a constant decay of energy density with frequency. The decrease of
energy density by the decay of larger into smaller elements happens after Kolmogorov’s
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Figure 3.3: Schematic presentation of a power spectrum of the atmospheric boundary layer
related to the frequency. Indicated is the range of production P, the inertial subrange I
and the range of dissipation D (following Kraus, 2008).

−5/3 law (Kolmogorov, 1941), which describes the spectral energy Esp in relation to the
frequency f :

Esp(f) ∝ f−
5
3 . (3.7)

In contrast to TKE, the cospectral density of fluxes decreases with f−7/3 in the inertial
subrange (Foken, 2008). In the dissipation range D (f about 10-30 Hz) the transition of
energy to frictional heat (by the decay of the smallest eddies) takes place due to molecular
friction. The largest portion of the total energy is contained in the large eddies, the small
eddies provide only a minor contribution to the total energy (see Fig. 3.3). The position
of the peak and the general level of the (co)spectral energy or density is dependent on
the meteorological quantities, the stability (stratification of the ABL), the height and the
wind velocity (Foken, 2008). Under unstable conditions, when the potential temperature
decreases with height, the atmosphere is well mixed by turbulence. An increasing potential
temperature with height characterizes a stable stratification. Due to the limited turbulence
under stable conditions, the impact of smaller eddies increases and the peak in the spectrum
is shifted to higher frequencies.

It is beyond the power of measurements to capture the complete (co)spectrum. There are
several sources for underestimating the flux due to the instrumentation and the setup of the
measurement system. Long instrument response times (of gas analyzers) cause imperfect
response of the system to high-frequency fluctuations. A displacement between the sensors
and spatial averaging of the wind speed values along the sound pulse measuring path also
affect the high frequencies and concentration fluctuations are attenuated during the trans-
port through long sample lines.
In the longwave range a limitation is that a measurement time of 30 minutes is not necessar-
ily sufficient to capture all longwave fluxes. An extension of the averaging interval could
counteract this limitation, but longwave events, which are not connected to the turbulent
flux, might add to the determined flux.
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The corrections of the spectral loss are performed following Moore (1986) and the error
∆F
F

can be expressed by (Mauder and Foken, 2011):

∆F

F
= 1−

∫∞
0
Tx(y)(f) · Sx(y)(f)df∫∞

0
Sx(y)(f)df

, (3.8)

where ∆F is the correction of the flux F . To evaluate the error, the theoretic (co)spectrum
S of the variable x (in case of cospectrum of the variables x and y), as well as the specific
transfer function Tx(y) have to be known, which are both functions of the natural frequency
f . ∆F

F
is a factor applied to the fluxes in order to correct for the underestimation of the flux

due to the inability of the system to respond to the high frequencies (Aubinet et al., 2001).

To apply the correction given by Equation 3.8, the eddy-covariance software packages use
modeled instead of measured spectra. That way, the computational cost of the spectra
calculation is reduced. The stability dependent spectra are taken from Kaimal et al. (1972)
and rely on the measurements during the Kansas experiment. In order to correct mass
fluxes of e.g. H2O, CO2, O3, the cospectrum of the sensible heat fluxw′T ′ is used, as for the
temperature flux no frequency loss is assumed. Furthermore, spectral similarity between
the temperature and the scalars of interest is expected. Therefore, only the cospectrum
between the vertical wind velocity w and the temperature T is exemplarily shown. For
unstable stratification it is modeled after Kaimal et al. (1972):

f · SwT (f)

w′T ′
=


11n

(1 + 13.3n)1.75
n < 1

4.4n

(1 + 3.8n)2.4
n ≥ 1

(3.9)

and the stable cospectrum is also parameterized after Kaimal et al. (1972):

f · SwT (f)

u∗T∗
=

0.88
n

n0

1 + 1.5

(
n

n0

)2.1 , (3.10)

n0,wT = 0.23 ·
(

1 + 6.4
z

L

)0.75

, (3.11)

n =
f · z
u

, (3.12)

where n is the normalized frequency. u is the mean horizontal velocity and z is the height
above zero-plane displacement. The displacement height is the height within the canopy,
where the logarithmic wind profile would become 0. z/L represents the stability with the
Obukhov length L. For the normalization of the stable spectrum, the friction velocity u∗
and the scaling temperature T∗ are used.

The transfer function for a measurement of vertical velocity w and a scalar quantity c is
defined as the product of single transfer functions for the temporal resolution with the time
constant of the sensor response τ , the sampling path length p and the separation length
between the instruments s:

Tw,c(f) =
√
Tτ,w(f) ·

√
Tτ,c(f) ·

√
Tp,w(f) ·

√
Tp,c(f) · Ts,w,c(f) . (3.13)
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Transfer functions for the high-frequency losses due to path length averaging are given by
Moore (1986) for vertical velocity w (also valid for horizontal wind velocity u)

Tp,w(n) =
2

πn
·
(

1 +
e−2πn

2
− 3(1− e−2πn)

4πn

)
(3.14)

and scalars c (T, H2O, CO2)

Tp,c(n) =
1

2πn
·
(

3 + e−2πn − 4(1− e−2πn)

2πn

)
, (3.15)

n =
f · p
u

, (3.16)

where n is a normalized frequency with the path length p and the mean horizontal velocity
u.
For the high-frequency loss due to the separation of the sensors s, the theoretic transfer
function is also given by Moore (1986):

Ts,w,c(n) = e−9.9n1.5

, (3.17)

n =
f · s
u

. (3.18)

For the lateral separation between wind and scalar sensor slateral, Eq. 3.17 can only be used
in the unstable case, if the separation is less than 10 % of the aerodynamic measurement
height. The separation should not be greater than 0.7 % of the Obukhov length under
stable stratification. The separation lateral to the wind direction is calculated from the total
separation stotal by

slateral = stotal · |sin(dir)| , (3.19)

where dir is the wind direction. If there is only a vertical displacement between the instru-
ments, s = slateral = stotal is valid. A correction of the longitudinal separation only needs
to be applied, if no cross-correlation was performed before.
Additional high-frequency losses can occur due to the instrument response time and can be
corrected if the response time τ is known by:

Tτ,w(f) = Tτ,c(f) =
[
1 + (2πfτ)2

]−0.5
. (3.20)

The eddy-covariance software package TK3 performs no flux correction for the attenuation
of fluctuations in the sampling tube. This correction is described in section 3.4.

3.3.3 Estimation of the flux error

Flux measurements are prone to systematic and random errors. Random errors originate
from the stochastic nature of turbulence and the instrumental noise as well as uncertainty
attributable to changes in footprint (Mauder et al., 2013). The first one is called stochastic
error and is due to inevitable sampling limitations resulting from a finite sampling time
(Lenschow et al., 1994). To capture the entire statistical ensemble of a turbulent flux,
one would have to measure at an infinite number of masts on an infinite plane above a
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homogeneous canopy for an infinite time period under stationary conditions. Stochastic
errors can be reduced by increasing the number of measurements. The instrumental noise
can be understood as the scatter of the wind measurement under zero wind conditions
(Lenschow and Kristensen, 1985). It is estimated by analyzing the high-frequency data
series. The error due to changes in the footprint can only be determined if fluxes are
known for all land cover types surrounding the sensor. Based on footprint modeling it can
be decided if a flux estimate is representative for the ecosystem of interest.
The random error is recognized in the high-frequency part of the variance spectrum and can
be estimated by integrating a certain percentage of the high-frequency end of the spectrum
(e.g. 0.8-1.0 times the Nyquist frequency fN ). Another possibility is to receive it from the
signal cross-correlation using the property of white noise beeing uncorrelated. A quantity
x can be decomposed into its mean part x, the deviation from the mean x′ and a white noise
term εx: x = x + x′ + εx. The second-order auto-covariance between the measurement
and the time-shifted measurement is calculated depending on the time shift. If the noise is
uncorrelated with the signal, its term only appears at zero lag in the auto-covariance. Thus,
the variance of the noise error can be estimated. The instrumental noise of the covariance
cov(x, y) of variables x and y with errors εx and εy is calculated by error propagation with
N beeing the number of observations used for the calculation of the covariance:

σnoise
cov(x,y) =

√
1

N

√
εx2y′2 + εy2x′2 . (3.21)

Following the algorithm of Finkelstein and Sims (2001) to receive the statistical variance
of the covariance, the stochastic error is determined:

σstoch
cov(x,y) =

√√√√ 1

N

m∑
p=−m

(x′x′p · y′y′p + x′y′p · y′x′p) , (3.22)

where the index p denotes the time-shifted variable, which is shifted between −m and m
time steps against the measurement. The summation bound should be m = N/2 or it
should be at least the integral time scale of the auto-covariances.
Random errors are partly corrected by the corrections described in section 3.3.2.2.

Systematic errors can be caused by e.g. an insufficient length of the time series for the flux
determination, flow distortion by the anemometer, a time shift between wind speed and
gas concentration data, imperfect frequency response of the concentration measurement
instrumentation, changes in analyzer’s sensitivities and horizontal inhomogeneity of the
surface (McMillen, 1988; Lenschow et al., 1994; Kaimal and Finnigan, 1994; Foken and
Wichura, 1996). Systematic errors either have a positive or a negative sign. If the error
results from a recognized effect, it can be quantified and a correction can be applied to
compensate for the effect. There are errors resulting from unmet assumptions or from
instrumental calibration and errors associated with data processing. The two latter ones
can be minimized by calibration and application of all required corrections. For the first
one quality tests can be applied.
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3.3.4 Quality assurance and quality control (QA/QC)

The quality assurance is a combination of the application of corrections and the exclusion
of meteorological influences like internal boundary layers, gravity waves and intermittent
turbulence. The goal is to prove that the applied simplifications of the eddy-covariance
method are justified under the given micrometeorological conditions.
One assumption of the EC method is the existence of stationary conditions. According to
Foken and Wichura (1996), this can be tested by comparing fluxes of different averaging
intervals. On the one hand, the flux is determined for M (= 6) short intervals of 5 minutes
and than averaged:

(
x′y′
)
i

=
1

N − 1

[∑
j

xj · yj −
1

N

(∑
j

xj ·
∑
j

yj

)]

x′y′ =
1

M

∑
i

(
x′y′
)
i
,

(3.23)

where N is the number of measuring points within the short interval. On the other hand
the flux is calculated for the whole 30 minute interval. The conditions can be estimated as
stationary if both fluxes differ by less than 30 %. A classification of the quality is gained
by subdividing the differences into percentage classes.
Another main prerequisite of the EC method is that the turbulence is well developed.
The fulfillment of this prerequisite is investigated by flux-variance-similarity (Foken and
Wichura, 1996). Integral turbulence characteristics (ITC) of the measurement are com-
pared with those of model presentations and the quality is assigned by the magnitude of
the deviation (Foken, 2008):

ITCσ =

∣∣∣∣∣∣∣∣
(
σc
c∗

)
model
−
(
σc
c∗

)
measurement(

σc
c∗

)
model

∣∣∣∣∣∣∣∣ . (3.24)

It is tested whether the ratio of the standard deviation of a turbulence parameter and its
turbulent flux is nearly constant or a function of e.g. the stability. Functions determined
by Foken et al. (1991) are used for the test after Foken and Wichura (1996). The functions
depend on stability and resemble standard deviations of wind components

σu,v,w
u∗

= c1 ·
( z
L

)c2
, (3.25)

where u is the horizontal or longitudinal wind component, v the lateral wind component,
u∗ is the friction velocity and L the Obukhov length. The standard deviations for scalar
fluxes are normalized by their dynamical parameters c∗ (e.g. T∗ for the temperature)

σc
c∗

= c1 ·
( z
L

)c2
. (3.26)

The coefficients c1 and c2 depend on stability and are given by e.g. Mauder and Foken
(2011). The test can be performed for the ITC of both parameters used to determine the
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Table 3.1: Combination of single quality tests to an overall quality flag after Foken (1999).
Quality flag Stationarity ITC

1 1 1-2
2 2 1-2
3 1-2 3-4
4 3-4 1-2
5 1-4 3-5
6 5 ≤5
7 ≤6 ≤6
8 ≤8 ≤8
9 9 9

covariance and according to the value of ITCσ it can be said if well developed turbulence
can be assumed and the covariances are classified (Mauder and Foken, 2011).

The results of the single quality test are combined to an overall flag using the scheme after
Foken (1999) shown in Table 3.1 with quality flags between 1 and 9. The quality flag for
a flux composes of the result of the steady state test and the ITC-test. Highest priority is
given to the test on stationarity. An overall flag of 1-3 indicates high quality of the data and
the fluxes can be used for fundamental research. Fluxes with flags of 4-6 can be employed
for continuous measurements, fluxes with flags of 7-8 should only be used for orientation
and fluxes with a flag of 9 should always be excluded. For the further analysis only fluxes
with flags of 1 to 6 are considered.

Moreover, poor quality of the data can be caused by e.g. rain, which cannot be identified
by the previously described methods. In order to exclude these data, the raw data of the
ozone sensors is checked manually for time periods where the sensors give wrong values
and the fluxes for those periods are neglected. This is mainly the case during or after rain
events. In addition to these high-humidity events, there are discs that produce data with a
lot of fluctuations not originating from atmospheric ozone fluctuations during their entire
runtime or discs with a very low sensitivity, whose data is excluded from the analysis.

3.4 Comparability of ozone flux measurement
systems

Ozone fluxes are measured by systems using closed-path instruments, where the sampled
air is transported from the inlet close to the sonic to the instrument through tubing. Dur-
ing field experiments it is not always possible to mount the instrument close to the sonic
and the use of longer inlet tubes is inevitable. However, to derive fluxes, precise measure-
ments of the scalar concentrations are crucial (Massman, 1991). An imperfect frequency
response of the concentration measurement due to the attenuation of fluctuations in the tub-
ing is the reason for a systematic error (Keronen et al., 2003). The systematic difference
between individual experimental setups applying different chemiluminescence sensors and
tube lengths needs to be investigated. This is necessary to ensure accuracy, precision and
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comparability of eddy-covariance systems. Comparisons of measurement instruments are
a basic requirement for their reliable use, and to determine the underestimation of the
flux, it is useful to validate the measured flux with independent and reliable methods. For
closed-path CO2 instruments this is achived by comparisons with open-path instruments,
which are not influenced by tranfer times through a tube. As for the measurement of ozone
fluctuations no open-path instrument is available, intercomparisons of several closed-path
instruments are performed instead.
To be able to discuss individual characteristics of ozone flux measurement systems, power-
and cospectra are calculated by fast Fourier transform (FFT). In advance of this calculation
some data pre-processing steps need to be taken.

3.4.1 Attenuation of fluctuations in the inlet tube

In section 3.3.2.2 the spectral corrections implemented in eddy-covariance software pack-
ages are described, but for the determination of ozone fluxes also the attenuation of con-
centration fluctuations inside the inlet tube affects the accuracy of the measurement. In
closed-path instruments, the sampling tubes act as high-frequency filters and the damping
of fluctuations takes place due to the radial variation in streamwise air velocity and because
of radial diffusion (Leuning and King, 1992). Radial diffusion is increased by turbulence,
which decreases the filtering effects of differing advection rates as a function of the tube
radius (Leuning and King, 1992). The state of the turbulence in the tube is defined by the
Reynolds number, which gives the ratio of inertial to viscous forces and indicates when
statically neutral flow becomes turbulent (Re ≥ Recrit ~2300; Stull, 1988). The damp-
ing effect of a tube is reduced by a smaller radius of the tube or an increased volumetric
flow rate. Furthermore, reducing the length of the sampling tube improves the frequency
response, as it reduces the time available for damping of fluctuations in the tube. The the-
ory behind the attenuation and the derivation of the transfer functions for flux attenuation
is described by Massman (1991), Lenschow and Raupach (1991) and Leuning and King
(1992). The transfer function is derived from the convective diffusion equation to describe
lateral and longitudinal dispersion of a solute or a trace gas being convected along a straight
horizontal tube. It results in theoretic functions for turbulent and laminar (Re lower than
critical Reynolds number) flow. The theoretic transfer function for low-pass filtering in
an inlet tubing with turbulent flow T theo

x,turb after Lenschow and Raupach (1991) is found in
Leuning and King (1992) with a minor change:

T theo
x,turb(f) = e−160Re−1/8alU−2f2 (3.27)

with the Reynolds number Re = 2Q/(πaν), where Q is the volumetric flow rate in the
tube, a is the radius of the tube and ν is the kinematic viscosity of air. U is the mean flow
velocity in the tube and l is the length of the tube.
Closed-path ozone instruments applied with a low flow rate and/or a large tube radius result
in a laminar flow in the tube. The transfer function for laminar flow is given by Lenschow
and Raupach (1991):

T theo
x,lam(f) = e−0.41(ReSc)alU−2f2 , (3.28)

where Sc is the Schmidt number with Sc = νair
νO3

= 0.85, according to Zahn et al. (2012).
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3.4.2 Processing of the measured time series

For the determination of correction factors for the underestimation of the flux, spectra
have to be calculated. Before calculating spectra, some pre-processing steps need to be
performed on the raw time series of ozone, temperature and vertical wind velocity fluctu-
ations, resembling those of the flux calculation procedure presented in section 3.3. These
steps consist of despiking of the raw data after Vickers and Mahrt (1997), performing a
coordinate rotation (double rotation), detrending of the time series and a lag correction.
A linear detrending is performed on fixed five minute intervals. In addition to the usual
despiking procedure, an additional routine is run for the data from the second phase of the
experiment at the airfield Mainz-Finthen to remove erroneous data due to the malfunction-
ing instrument mounted at the beginning of this phase of the experiment (see section 2.2).
The erroneous data in the time series can easily be distinguished from unaffected data. A
simple approach is used to get rid of this data. All data points being outside of x̄ ± 0.25x̄
on five minute averaging intervals are eliminated. Afterwards the data is detrended by sub-
tracting the average value using the same five minute window. To correct for noise and
aliasing, low-pass filtering can be performed by applying a moving average of different
lengths on the raw data. A time lag between the measurement of the vertical wind velocity
and the ozone fluctuations is determined by maximizing the cross-correlation around the
fixed lag time determined by flow rate measurements. From the pre-processed time series
fluxes are calculated, which are spectrally corrected for sensor separation and path-length
averaging of the sonic.
As the calculation of eddy-covariance fluxes is performed for 30 minute periods, also the
time series for the calculation of spectra are divided into sections of 30 minutes, which
are processed individually. To transform the discrete measured data from physical space
to phase space the fast Fourier transform (FFT) is applied (Stull, 1988). That way, spectra
for the specific setup of the measurement system are determined. To fit the points of the
time series, it is broken into a finite number of sine and cosine waves of different frequen-
cies, which are associated with eddies of different sizes. The largest frequency that can be
resolved is the Nyquist frequency fN = N/2 as a minimum of two data points per period
or wavelength is necessary to resolve a wave (Stull, 1988). Integrating the energy density
spectrum Sx of a variable x corresponds to the total variance of a time series and Sx(f) can
be interpreted as the portion of the variance, which can be explained by eddies of the fre-
quency f . The frequency spectrum between two variables x and y is called cross-spectrum
and its real part is the cospectrum Coxy. Integrating the cospectral density spectrum over
all frequencies yields the covariance.
Only spectra under certain conditions are considered in the analysis. An important prereq-
uisite to calculate spectra is a time series, which is free of gaps, as those are not allowed
for the spectra calculation. The quality flag has to be between 1 and 6 for the ozone and
latent heat flux. The ozone flux also has to be negative as positive fluxes are physically in-
correct and a good quality of the chemical disc in the ozone sensor is assured by only using
positive mV-signals. For the selection of the time periods, also meteorological conditions
are accounted for. For the temperature a range of 20-30 ◦C is chosen. The limit for the
relative humidity is set to ≤65 % to neglect high humidity conditions, which could have
an effect on the inside of the tube. Mammarella et al. (2009) have shown that the attenu-
ation of water vapor fluxes in a tube is dependent on the relative humidity by increasing
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the attenuation with relative humidity due to adsorption/desorption processes at the tube
walls. In addition, the sensitivity of the chemical disc in the ozone sensor is dependent on
humidity and a high humidity leads to distorted signals. Noticeable outliers are excluded
as well, which are set as correction factors smaller than -5 or larger than 10.

3.4.3 High-frequency loss correction procedure

After the calculation of the cospectra, the cospectra of vertical wind velocity and tem-
perature as well as ozone are compared. If measured with adequate accuracy, the heat
flux cospectrum is expected to represent the ideal shape of the cospectrum and assuming
scalar similarity the true unattenuated ozone flux cospectrum would look the same (Mam-
marella et al., 2009). As in the spectral correction procedure presented in section 3.3.2.2,
the correction is determined as the ratio between unattenuated and attenuated spectrum.
According to Moore (1986) the frequency correction factor εx is determined by

εx =

∫∞
0
Cowx(f)df∫∞

0
Tx(f)Cowx(f)df

, (3.29)

where Cowx is the cospectral density of the vertical wind velocity w and the scalar quan-
tity x (ozone mixing ratio) and Tx(f) is the total transfer function of the eddy-covariance
system. The numerator in Eq. 3.29 is the flux that should be measured if the system was
perfect and the denominator gives the flux that is really measured. Theoretic descriptions
of transfer functions are given by Moore (1986), Leuning and Moncrieff (1990), Leuning
and King (1992) and in section 3.3.2. For closed-path systems the correction depends to a
large extent on the attenuation of concentration fluctuations down the sampling tube.
If the transfer function is known, the correction factor can be estimated by Eq. 3.29 using
the cospectrum Cowx parameterized after Kaimal et al. (1972). Under unstable and near
neutral conditions, the cospectrum Cowx depends only on the measurement height and the
horizontal wind velocity. Thus, for a system placed at a fixed height, the correction factor
is only a function of wind velocity (see Eq. 3.9). Under stable stratification the stability
factor z/L needs to be considered as well (see Eq. 3.10).
For the side-by-side intercomparison at the airfield Mainz-Finthen, the transfer functions of
the measurement systems consisting of ozone sensor and inlet tube are unknown and need
to be determined from the measurement. In this case, the transfer function and the correc-
tion factor can be determined from measured cospectra following Aubinet et al. (2001) and
the transfer function is defined as

T exp
x (f) =

Coexp
wx(f)

Cowx
, (3.30)

where Cowx is the unattenuated ozone flux spectrum. As no attenuation of the temper-
ature is assumed, the cospectrum of sensible heat (Coexp

wT ) is taken as ideal unattenuated
spectrum and is compared to the ozone flux spectrum (Coexp

wx) affected by attenuation. Tak-
ing the heat flux cospectrum is an idealized assumption as the sonic anemometer dampens
the temperature and vertical wind velocity signal due to spatial averaging and electronic
restrictions. Over rough surfaces in the boundary layer and measurements above the dis-
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placement height, these effects are negligible. Thus Eq. 3.30 can be rewritten to

T exp
x (f) =

Coexp
wx(f)/Cowx

Coexp
wT (f)/CowT

. (3.31)

The ratio of real cospectral densities can be replaced by the ratio of covariances, if the
exchange processes of sensible heat and ozone are assumed similar:

T exp
x (f) =

w′T ′Coexp
wx(f)

w′x′Coexp
wT (f)

. (3.32)

The low-pass filtering due to the high-frequency attenuation reduces the covariance of the
measured scalar (Ibrom et al., 2007) and the covariance is potentially enhanced by the
sensor’s noise. As the measured covariance w′x′ is lower than the real one, the relation in
Eq. 3.32 cannot be used directly. The ratio of covariances is alternatively replaced by a
ratio of normalization factors:

T expx (f) =
NTCo

exp
wx (f)

NxCo
exp
wT (f)

, (3.33)

where the ratio is defined as

NT

Nx

=

∫ f ′′
f ′
CoexpwT (f)df∫ f ′′

f ′
Coexpwx (f)df

. (3.34)

The upper frequency limit f ′′ of the integration is chosen to be low enough for the atten-
uation to be negligible in the integrals in Eq. 3.34, but high enough to capture a sufficient
number of data points to estimate the integral to keep a low uncertainty of the normaliza-
tion factor. Both cospectra are affected by attenuation in the low-frequency range due to
the 30 minute cut-off of the flux measurement period and due to the detrending procedure.
Therefore, the integral for the determination of the ratio of normalization factors is not
started at 0 Hz, but at an unattenuated lower limit frequency f ′. In addition, to exclude the
effect of different attenuations in the low-frequency range from the determination of the
transfer function and the correction factor, the portion of the covariance between w and O3

up to f ′′ is set equal to that of the heat flux cospectrum, as only the high-frequency loss is
of interest.
Some frequency loss factors that concern both the heat flux as well as the ozone flux
cospectra (i.e. path averaging of sonic) are not considered by the transfer function, but
the function contains the effects of sensor separation and attenuation of fluctuations in the
tube, which are most important factors for closed-path systems (Aubinet et al., 2001). To
consider only the effect of attenuation of concentration fluctuations down the tube, the the-
oretic transfer function for sensor separation can be applied to the heat flux spectrum. A
correction for sensor separation is usually performed by eddy-covariance software pack-
ages, but the packages do not correct for the attenuation of fluctuations in the tube.

The upper and lower limit frequencies used for the normalization factors during the ex-
periment at the airfield Mainz-Finthen are slightly shifted as they cannot be determined
exactly. Thus, mean values and standard deviations of the correction factor are obtained.
For the lower limit frequency values of 0.04, 0.05 and 0.06 Hz are used and the upper limit
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frequency varies between 0.14, 0.15 and 0.16 Hz. Thus, a total number of N = 9 correction
factors is gained for each half hour. During the EGER side-by-side measurement the fre-
quency range was set to 0.007-0.07 Hz, due to longer inlet tubes, which cause a dampening
of the spectrum already at lower frequencies.



4 Modeling of atmosphere-biosphere
exchange of trace gases

For the analysis of surface layer observations of concentrations and fluxes in terms of
surface sources, sinks and transport, the application of a model is required. Models have
the advantage of being able to extrapolate measurements towards larger regions and their
results can be used to close gaps in measured time series if the model has been validated
before. For EGER-IOP3 modeling studies are performed in addition to the measurements
as ozone fluxes have been measured at only three positions on a 4 km2 measurement site.

This chapter introduces the model applied for the modeling of ozone fluxes during the
EGER campaign. Section 4.1 describes the implemented processes and settings. Section
4.2 describes the setup of the modeling studies.

4.1 The Multi-Layer Canopy CHemistry Exchange
Model MLC-CHEM

The Multi-Layer Canopy CHemistry Exchange Model (MLC-CHEM) is used for modeling
studies of the ozone exchange between atmosphere and biosphere. It is based on the im-
plementation of canopy exchange processes in the Earth system model EMAC (ECHAM5/
MESSy Atmospheric Chemistry model, e.g. Ganzeveld et al., 2010). MLC-CHEM is a
stand-alone multi-layer canopy exchange model, which simulates the exchange of reactive
compounds and aerosol inside and above vegetation canopies and allows the analysis of
exchange measurements. The model is designed for the analysis of reactive compound ob-
servations in terms of emissions, deposition, chemistry and turbulence. A specific feature,
distinguishing the model from other canopy exchange models, is the possibility of applica-
tion for site-scale analysis and for explicit simulation of atmosphere-biosphere exchange
in large-scale models.
The model calculates the different relevant processes determining atmosphere-biosphere
fluxes of reactive compounds as O3, NOx and VOCs as well as aerosols. It can be used
to analyze surface layer observations of tracer concentrations and fluxes as a function of
the observed micrometeorology and vegetation cover. As the model is based on the imple-
mentation in global-scale models, rather strong constraints are made to the model structure
such that the process description is highly parameterized and coarse vertical and tempo-
ral resolution is applied. The approach is based on a large number of observations of dry
deposition velocities of trace gases such as ozone and sulfur dioxide (Hicks et al., 1987).
The effective exchange between the canopy and the above-lying atmosphere is determined
by canopy interactions including biogenic emissions, chemical transformations (gas-phase

33
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Figure 4.1: Schematic overview of the 2-layer vegetation model used to calculate the
canopy top fluxes for the vegetation and wet skin fraction. Contributions of biogenic
emissions, dry deposition and turbulence to the concentration changes at the refernce
height of the canopy layers and surface layer (dotted lines) are calculated using the
sub time step (STS), whereas chemistry calculations use the time step of the input data
(modified after Ganzeveld et al., 2002b).

chemistry), dry deposition and turbulence. However, the prevailing processes differ be-
tween the canopy and the atmosphere above, which is presented in Figure 4.1.

In the layer above the canopy, the atmospheric surface layer (SL), the concentration ten-
dency is calculated from the temporal derivatives over the vegetation, wet skin (ws) and
bare soil fraction frveg/ws/soil (Ganzeveld et al., 2002b):(

dc

dt

)
SL

= frveg

(
∂c

∂t

)
veg

+ frws

(
∂c

∂t

)
ws

+ frsoil

(
∂c

∂t

)
soil

. (4.1)

In the surface layer over the bare soil fraction, the concentration tendency is calculated
according to (

∂c

∂t

)
soil

=

(
∂c

∂t

)
turb

+

(
∂c

∂t

)
emis

+

(
∂c

∂t

)
dep

+

(
∂c

∂t

)
chem

. (4.2)

This reflects the contributions by turbulent transport between the SL and the layer aloft,
biogenic as well as anthropogenic emissions, dry deposition and chemical transformations.
No chemical advection is considered, but providing surface layer concentrations can be
interpreted as adding an advection term to the model.
The coupling with the biosphere is explicitely calculated by the vegetation model and the
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equation for the surface layer above the vegetation and wet skin fraction is reduced to(
∂c

∂t

)
veg/ws

=

(
∂c

∂t

)
turb

+

(
∂c

∂t

)
chem

. (4.3)

The change in the concentrations due to turbulence reflects the turbulent exchange between
the surface layer and the layer aloft as well as the turbulent exchange between the surface
layer and the canopy-top layer of the vegetation model.
Within the canopy, the temporal derivative of the concentration due to turbulent exchange,
emissions, dry deposition and chemical transformations is calculated by:(

dc

dt

)
canopy

=
∆Fturb + Femis − Fdep

∆z
+ Pchem , (4.4)

where ∆z is the depth of the canopy layer. Femis is the biogenic emission flux, Fdep the dry
deposition flux and Pchem denotes the chemical production or destruction. The turbulent
flux Fturb inside the canopy and between the canopy and surface layer is calculated based
on local closure theory with the eddy diffusivity for heatKH and the concentration gradient
between the reference heights of the surface and canopy layers ∂c

∂z
:

Fturb = −KH
∂c

∂z
. (4.5)

The profile of the eddy diffusivity is estimated as the quotient between the height difference
of the reference heights ∆z and the aerodynamic resistance Ra in or above the vegetation.

4.1.1 Deposition, emission and photochemistry

The contribution of the dry deposition flux Fdep to the total flux is calculated from the
surface layer concentration and the dry deposition velocity vd:

Fdep = −czvd = − cz
Ra +Rb +Rc

, (4.6)

where cz is the concentration at the reference height z. vd is assumed to be independent
on the respective trace gas concentration, while it is related to the atmospheric conditions
and specific characteristics of the surface described in the following. For the calculation of
vd the resistance approach is applied (see Fig. 4.2). The flux is opposed to the resistances
mounted in series. The meanings of the respective resistances are:

• Ra is the resistance of the turbulent air layer

• Rb is the resistance of the quasi-laminar air layer close to the surface elements

• Rc is the resistance of the surface, a combination of all pathways playing a role in
the uptake of trace gases by the surface (stomatal, cuticle, mesophyll, wet surface,
ocean water and bare soil resistance)
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Figure 4.2: Schematic representation of resistances for some of the pathways for the dry
deposition, where R represents resistances, cz is the ambient concentration of the sub-
stance of interest, c0 is the concentration near the surface and cc represents a bulk
tracer concentration, usually assumed to be zero in deposition velocity parameteriza-
tions (taken from Wesely and Hicks, 2000).

The aerodynamic resistance to turbulent transport in the canopy is calculated by:

Ra =
14 · LAI · hc

u∗
, (4.7)

where hc is the height of the canopy.
The quasi-laminar boundary layer resistance, which represents the diffusion through a thin
layer close to the leaf surface, is calculated from the wind speed profile according to Meyers
(1987):

Rb =
2

ku∗

(
Sc

Pr

)2/3

= 180

√
0.07

u
, (4.8)

where k is the van Karman constant (0.4) and Pr is the Prandtl number (0.72) (Hicks
et al., 1987; Ganzeveld and Lelieveld, 1995). To correct for the difference in diffusivity
between ozone and water vapor, the resistance is multiplied by a factor of 1.2. This factor
is determined by the ratio of the Schmidt number Sc, which is defined as the ratio of the
kinematic viscosity for air and the molecular diffusivity of the trace gas.
The total surface resistance Rc of sea and wet skin reservoirs as well as bare soil is defined
by

Rc = rws/soil , (4.9)

where the constant resistances r of the single surfaces are given in Table 4.1. Over vegeta-
tion the surface resistance is given by the reciprocal value of the vegetation resistance for
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each canopy layer

Rc =
1

LAI/rleaf + 1/rsoil
, (4.10)

where rleaf is the leaf/needle resistance, which is the resulting resistance of the serial mes-
ophyll and stomatal resistance (rmes and rstom) and a parallel cuticular resistance (rcut)
(Ganzeveld and Lelieveld, 1995):

rleaf =
1

1
rcut

+ 1
rstom+rmes

. (4.11)

For wet vegetation, the cuticular resistance is replaced by the wet surface resistance

rleaf,wet =
1

1
rws

+ 1
rstom+rmes

. (4.12)

The importance of rsoil to the surface resistance increases with decreasing LAI. The up-
take resistances are calculated according to the parameterization after Wesely (1989) and
are based on the compounds solubility and reactivity. The resistance values according to
Ganzeveld and Lelieveld (1995) and Ganzeveld et al. (1998) replaced a number of these
resistances. While the other resistances contributing to the surface resistance are given
as constant values (see Tab. 4.1), the stomatal resistance rstom is calculated as a function
of photosynthetically active radiation (PAR; wavelength of 400-700 nm) and the available
water in the root zone, expressed by the soil moisture stress attenuation function F (Ws).
The stomatal resistance of the canopy to water vapor is according to Sellers et al. (1986):

rstom =
kc[

b
dPAR ln

(
dekLAI+1
d+1

)
− ln

(
d+e−kLAI

d+1

)]
F (Ws)

, (4.13)

with d = (a + b · c)/(c · PAR), k = 0.9, a = 5000 J m−3, b = 10 W m−2 and the minimum
stomatal resistance c = 130 s m−1. To determine the stomatal resistance for the trace gas
of interest for a leaf/needle of any vegetation type, a LAI of 1 is used and rstom is corrected
for differences in molecular diffusivity between H2O and the specific trace gas. For ozone
a factor of 1.6 is used, which is calculated by dividing the square root of the molar mass
of ozone by the square root of the molar mass of H2O. To determine the soil moisture
status, the soil moisture is combined with the maximum soil moisture, expressed by the
field capacity. A correction function F (Ws) is calculated, which ranges between 0 and
1. For a soil moisture level at the field capacity, the value is 1, there is no soil moisture
stress and the leaves take up at a maximum level. With decreasing soil moisture the value
decreases. Under a critical soil moisture level, the critical wilting point, there is no stomatal
uptake and the value becomes 0. In addition, the effect of a vapor pressure deficit on the
stomatal resistance is considered using a correction factor, which increases the resistance
with increasing deficit.
To consider the vapor pressure deficit for the determination of the stomatal resistance,
observations of the relative humidity are necessary. If no relative humidity observations
are available, a fixed relative humidity of 90 % was assumed. This fixed value is replaced
by a calculation of relative humidity from temperature T , pressure p and specific humidity
q:

RH =
e

E
=

qp
0.62+0.378q

6.1094 hPa · exp( 17.625(T−273.15)
243.04+(T−273.15)

)
, (4.14)
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where e is the vapor pressure and E is the saturation vapor pressure. The vapor pressure
deficit determined from relative humidity is used to calculate a correction factor for the
stomatal resistance. The relative humidity is also applied to calculate the wet skin fraction
(frws) after Lammel (1999) (Table A2):

frws(RH) =


0 RH < 0.8

RH − 0.8

0.2
0.8 ≤ RH < 1

1 RH = 1

. (4.15)

The relation between relative humidity and wet skin fraction was determined from leaf
wetness measurements. Afterwards the bare soil fraction is recalculated as it is depending
on wet skin fraction.
As the photochemistry, the stomatal resistance is a function of the radiation. For the cal-
culation of the stomatal resistance a constant radiation was assumed within the canopy
resulting also in a constant stomatal resistance throughout the canopy. In order to account
for larger removal rates of sunlit leaves and to receive a more realistic profile of the stom-
atal resistance, the calculation of a resistance profile is added, using the radiation profile
calculated for the isoprene emission (see below).
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Figure 4.3: Relation of the stomatal conductance to ozone on relative humidity and net
radiation.

The stomatal deposition is the main sink for ozone during the day and its strength is ex-
pressed by the stomatal conductance, which is the reciprocal of the resistance. The de-
pendency of the stomatal conductance of ozone to net radiation and relative humidity is
displayed in Figure 4.3 for the conditions during EGER-IOP3. It shows that the radia-
tion has the largest effect on the conductance. With increasing radiation the conductance
increases as well, from close to 0 m s−1 for nighttime negative net radiation to up to 0.4
m s−1 for a net radiation of about 900 W m−2. The relative humidity causes smaller changes
in the stomatal conductance. For a constant net radiation, the conductance varies by less
than 0.2 m s−1 over the presented humidity range. The stomatal conductance decreases
with decreasing RH. A low relative humidity increases the vapor pressure deficit, which
leads to a closing of the stomata. There is some dependence between radiation and relative
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Table 4.1: Resistance of single surfaces to ozone, needed for the calculation of the total
surface resistance to ozone.

Surface Resistance
[s m−1]

Soil 400
Water 2000

Wet skin reservoir 2000
Mesophyll 1

Cuticle 100000

humidity. High RH conditions are usually connected to cloudy conditions and thus a low
net radiation. Highest radiation is observed for lower RH conditions. This relationship can
also be seen in Figure 4.3, where no observations are available in the upper right corner
for high relative humidity and high net radiation. Due to the wet surface at the site, the
conductance is affected by the soil moisture only to a minor extent for the considered time
period.
The bulk dry deposition velocities are scaled with the leaf area density (LAD) profile for
two layers in order to account for the biomass distribution.
The dry deposition of aerosols is calculated after Stier et al. (2005) with no further expla-
nations as it will not be applied in this thesis.

For some gases, the deposition velocities do not only reflect a biological sink but also
a source from biogenic emissions within the canopy. The soil biogenic emission flux is
calculated according to Yienger and Levy (1995). Emissions of BVOCs as isoprene by the
vegetation are calculated according to Guenther et al. (1995) as a function of ecosystem
specific emission factors, surface radiation, temperature, the foliar density and its vertical
distribution. More details concerning the calculation of biogenic emissions can be found
in Ganzeveld et al. (2002a).

In addition to emission and deposition processes, the trace gas concentration is also af-
fected by chemical reactions. The implementation of the role of gas-phase chemistry is
based on a modified version of the Carbon Bond 4 mechanism (CBM4) chemistry scheme.
The tracer list comprises 62 tracers, but the model can also be run with a limited number
of 16 tracers or without the consideration of gas-phase chemistry. The scheme considers
standard methane photochemistry (O3, NOx, CH4, CO), but also the role of non-methane
hydrocarbons including isoprene (C5H8) and a selection of hydrocarbon oxidation products
(Roelofs and Lelieveld, 2000).
The photochemistry within the canopy is controlled by radiation. Therefore, the extinction
of radiation in the canopy due to interception by biomass needs to be considered. Radiation
profiles are used to estimate photodissociation rates within the canopy from above canopy
PAR and the surface layer photodissociation rate. The approach implies that the spectral
leaf transmission of photodissociation rates is similar to that of PAR. Direct and diffusive
PAR profiles and fraction of sunlit and shaded leaves are used to calculate isoprene emis-
sion fluxes for crown and canopy-soil layer. The vertical profile of radiation within the
canopy is calculated according to Norman (1979) and Weiss and Norman (1985).
An important element of photochemistry is the role of non-methane hydrocarbons (NMHC),
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Figure 4.4: Assumed leaf area density profiles for forest and other canopies as a function
of the height z normalized by the canopy height hc (modified after Ganzeveld et al.,
2002a).

e.g. isoprene, in the production/destruction of ozone (Ganzeveld et al., 2002a). The depo-
sition of ozone to leaves might involve leaf-scale interactions between emitted BVOCs and
O3.

4.1.2 Canopy structure in MLC-CHEM

To calculate emissions, dry deposition, turbulence and chemistry in the multi-layer vegeta-
tion model, a characterization of the biosphere is required. In addition to biogeochemical
parameters, e.g. emission factors, the model is initialized by biogeophysical parameters
such as the leaf area index (LAI), canopy height, surface roughness and the vertical distri-
bution of biomass expressed by a leaf area density profile. To distinguish between forest
and non-forest canopies, two different leaf area density profiles are assigned, which are
shown in Figure 4.4. For the forest, the biomass is concentrated in the top, while the
biomass shows a more evenly vertical distribution for non-forest canopies. In order to con-
sider these different canopy structures, the canopy module distinguishes two canopy layers.

4.1.3 Spatial and temporal resolution

For the calculation of the contributions of the different processes shown in Figure 4.1 to
the concentration changes within the canopy and surface layer, the atmosphere-biosphere
trace gas exchange model distinguishes one atmospheric surface layer and two canopy
layers of equal thickness, a crown and a canopy-soil layer. The use of two canopy layers
has the advantage of an analytical solution of the set of equations to calculate canopy
concentrations and fluxes, which makes the model more efficient. The application of more
canopy layers coupled to an atmospheric surface layer shows no significant change in the
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modeled fluxes and concentrations (Ganzeveld et al., 2002b). An exception is made for
the radiation profiles distinguishing four canopy layers, since there is a large sensitivity of
simulated VOC emission fluxes to radiation gradients in the top of the canopy, requiring
a high vertical resolution in the canopy crown. The canopy-crown and canopy-soil VOC
emission flux is subsequently interpolated from these four layers. The reference heights z
of the lower and upper canopy layer are set to 0.25 and 0.75 of the total canopy height (hc),
respectively. The reference height of the surface layer corresponds to the height in which
above-canopy measurements have been performed.

The time step of the model is set according to the time resolution of the observations to
continuously nudge the model solution to the observations. In the coupled differential
equations for turbulent transport, dry deposition and emissions a sub time step is con-
sidered. The sub time step (∆tsub) is determined from the turbulent and dry deposition
timescale to account for short timescales of processes involved for relatively thin canopy
layers (Ganzeveld et al., 2002a). To remove potential numerical inaccuracies, the turbulent
and dry deposition timescales (ts) are calculated separately from the depth of the canopy
layers and the eddy diffusivity as well as dry deposition velocity, respectively:

tsdd =
0.5 · hc

0.01 · vd, veg
, (4.16)

tsturb =
(0.5 · hc)2

KH

. (4.17)

The sub time step is taken as 10 % of the smallest timescale.

4.1.4 Model settings

In order to simulate the dynamical evolution of the canopy exchange, input parameters
are given. The parameters are separated in land cover properties, which are kept con-
stant throughout the simulation, and micrometeorological as well as hydrological drivers
of atmosphere-biosphere exchange, which can change over time. The land cover proper-
ties include latitude, roughness and canopy structure parameters like canopy height, LAD
profile as well as amount of biomass, given as leaf area index. These properties affect the
calculation of surface exchange processes. For the meteorological and hydrological con-
ditions, which are not given from measurements, a diurnal cycle is introduced by using
simple scaling functions (e.g. simple sinus shape for mixed layer height). If data gaps are
present in the observations, the scaling functions are also used to continue the simulation.
By switching on and off the processes contributing to the canopy exchange, the role of
biogenic emission, dry deposition, in-canopy chemistry and turbulence in explaining the
observed temporal variability of the observations can be investigated. Furthermore, the sen-
sitivity of the simulated concentrations and fluxes to different assumptions about canopy
structure can be analyzed.
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Table 4.2: Input parameters for MLC-CHEM. M1 (main tower), M4 (clearing) and Pflanz-
garten (clearing north-west of M1) give the locations from where observations are taken
as input for the modeling.

Pflanzgarten M1 M4
Temperature X X X

Radiation - X -
Pressure - X -

Humidity (RH/q) X X -
Precipitation X X -

Wind - X X
O3 X X X

NOx X - X
Soil wetness - X -

4.2 Setup of the simulations with MLC-CHEM

To use the model for the analysis of atmosphere-biosphere ozone exchange over Norway
spruce canopies during EGER-IOP3 in 2011, the model is evaluated with the ozone flux
measurements performed during the campaign. Therefore, the model is initialized by site-
specific surface and meteorological conditions.
The reference height for all simulations is set to 5 m above the canopy top, as this corre-
sponds to the measurement height. As input for the modeling studies 10 minute averaged
measurements of meteorological and chemical variables are used to replace the idealized
daily cycles. Observations are provided for temperature, wind velocity (u, v), friction ve-
locity (u∗), radiation, pressure, humidity, surface moisture, precipitation and mixing ratios
of NOx as well as O3. The time series of temperature, humidity and wind velocity are
shown in Figure 6.1 and Figure 6.6 presents the mixing ratios of ozone. The observational
data is obtained from continuous meteorological measurements on the main tower M1, as
well as chemical measurements on the Pflanzgarten clearing. In addition, for the campaign
period, measurements from the clear-cut around M4 are available. The input variables and
their source areas are summarized in Table 4.2. If available, the observational data from
M1 is used to model the area around the main tower. The same applies for the clear-cut
and the M4 measurements. If the necessary observational data is not available at M1, the
data from the Pflanzgarten is used. For the clearing, the measurements from M1 are used
in this case.
The initialization of the biosphere characterization is done with available site specific
canopy characteristics to ensure a realistic comparison. Canopy structure parameters as
plant area index (PAI), canopy height, forest fraction and roughness are provided by ob-
servations (see section 2.1). Table 2.1 gives the observed values for PAI, canopy and mea-
surement height. For the modeling of the spruce forest canopy, the forest leaf area density
profile (see Fig. 4.4) is used, while for the LAD profile on the clearing the LAI, heights
and fractions of the occuring species are considered (see Tab. 2.3), assuming a constant
distribution of the LAI of each plant species with height. Compared to the LAD profiles
in Figure 4.4, most of the leaf area is accumulated in the lower part of the canopy. The
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portion of PAI in each of four canopy layers is distributed as follows: 57.8 % in the lowest
layer, 14.4 % in the layer above and 13.9 % in each of the uppermost layers. Despite the
mean canopy height of 0.4 m, for the modeling a canopy height of 2 m is employed, which
is about the height of the largest spruce trees on the clearing. The forest fraction on the
clearing is 21.4 % (spruce trees) and the vegetation fraction is 73.8 % (excluding water and
dead wood/grass).





5 Comparability of ozone sensors

A comparison of ozone sensors is performed to ensure that ozone sensor systems give
comparable results. This is particularly important for the analysis and interpretation of
ozone fluxes measured at different sites. Therefore, a spectral analysis is performed and
correction factors for the measured ozone fluxes are determined and compared to theoreti-
cal correction factors. The applied cospectral correction method is intended to reconstruct
the part of the real turbulent ozone flux which cannot be measured with an imperfect O3

sensor. The analysis comprises the results of the side-by-side experiment at the end of
EGER-IOP3 as well as the results of the experiment at the airfield Mainz-Finthen.

5.1 Meteorological conditions during the Finthen
experiment

The experiment at the airfield Mainz-Finthen was separated into two phases with different
setups of the EC systems. The first phase was from July 19 until July 29, 2013, and the
second phase from August 01 until August 12, 2013.
The hot and dry summer in 2013 resulted in a sere vegetation with water stress conditions
for the plants. The first phase of the Finthen experiment was still dominated by hot and dry
conditions. Figure 5.1 shows the time series of temperature, relative humidity, wind speed
and direction for the first phase of the experiment. The maximum temperatures during
daytime were above 25 °C, except for the last day. The nighttime temperatures were mainly
between 15 and 20 °C. After July 24, the conditions were more humid, accompanied by
slightly lower temperatures. Until July 24, the relative humidity was lower than afterwards
with values down to about 30 % on some days. It exhibited values of up to 90 % during
some nights after July 24. On July 28 and 29 the relative humidity increased to its highest
values. During the first days of the experiment, the wind was directed from the north-east
at a speed of about 3 m s−1. On the following days, the wind direction was fluctuating with
low wind speeds of mainly between 1 and 2 m s−1. On the last days, the wind speed was
again slightly higher at an average speed of about 2 m s−1 and the wind was directed from
the south-west.
The site was under high pressure influence until the night of July 24/25, when an occlusion
passed the site. Alike the occlusion, a cold front on July 28 was accompanied by rain.

Figure 5.2 presents the measurements of the weather station for the second phase of the
experiment. In the course of the second phase of the experiment, the daytime temperatures
decreased from above 30 °C at the beginning to around 20 °C at the end. The day- as well
as nighttime relative humidity was lower during the first half of the phase and increased in
the second half. The wind speed reached higher values compared to the first phase, with
winds mainly from the south and south-west, and only short time periods where the wind
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Figure 5.1: Meteorological conditions during the first phase of the side-by-side experiment
at the airfield Mainz-Finthen in summer 2013. Displayed from top to bottom are the
time series of 10 minute averages of temperature, relative humidity, wind speed and
wind direction measured by the weather station.

turned to the north-east.
The second phase showed more rainy periods than the first phase due to the passage of a
cold front on August 03, a front located over Germany between August 05 and 07 and the
passage of an occlusion on August 10.

For the further analysis, periods with rain are not considered. In addition, only a certain
temperature and relative humidity range is included in the analysis (see section 3.4.2).

5.2 Laminar versus turbulent tube flow

For the measurement of O3 fluxes by EC, a tube is necessary for the transport of sample air
from the inlet to the sensor. During the field campaigns four fast ozone instruments were
run, which are of the same type, however, measurements of the flow rate in the tubing show
that they differ in some system characteristics (see Tab. 5.1).
The flow rate was measured for three of the four sensors. The fourth sensor FXM4 was bro-
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Figure 5.2: Meteorological conditions during the second phase of the side-by-side exper-
iment at the airfield Mainz-Finthen in summer 2013. Displayed from top to bottom are
the time series of 10 minute averages of temperature, relative humidity, wind speed and
wind direction measured by the weather station.

ken at the time of the flow rate measurement, thus, its flow rate is estimated as the average
of three sensors with a fan as old as the one of FXM4. For a largely unaffected transport
of fluctuations through the tubing, a turbulent tube flow should be maintained. In order to
evaluate whether the flow inside the tube is laminar or turbulent, the Reynolds number is
used, determined by means of the flow rate. In addition, the tube diameter is needed. The
enviscope instrument has a fitting for 3/8 inch tubes. The applied black PFA tubes have an
inner diameter of 7.52 mm (A. Kamps, Saint-Gobain Performance Plastics Isofluor GmbH,
personnel communication). In combination with the standard integrated fan of the instru-
ment, this results in an expected laminar flow inside the tube, with Reynolds numbers lower
than 1000, which is well below the critical Reynolds number for turbulent flow (~2300 for
straight tubing; Lenschow and Raupach, 1991). In order to receive a turbulent flow inside
the tube, either the flow rate needs to be increased or the diameter of the tube needs to be
decreased. However, as the flow rate of the fans is fixed, the reduction of the tube diameter
is the only way to increase the Reynolds number. The maximum inner diameter of a tube
still resulting in turbulent tube flow with the given flow rate is listed in Table 5.1. The
diameters are well below the diameters of the typically applied tubes (1/4" or 3/8"). Thus,
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Table 5.1: Characteristics of the fast ozone instruments. During the flow rate measurement,
sensor FXM4 was broken and for its flow rate an average value of sensors with a fan of
the same age (FXM2, ITR1 and another ozone sensor, which was not used during the
campaign) is used.

Ozone sensor Flow rate Mean velocity
Max. turbulent

diameter
[l min−1] [m s−1] [mm]

FXM1 (EGER-M4) 3.45 1.29 2.0
FXM2 (EGER-M1) 4.51 1.69 2.6

FXM4 4.4 1.65 2.6
ITR1 4.34 1.63 2.5

despite the laminar flow in the tube, the large 3/8" tubes have been applied for the ozone
flux measurements, but they need to be corrected for.
To emphasize the difference in the correction of fluxes between laminar and turbulent tube
flow, the relation between the correction factor εx and the wind speed u is determined under
unstable conditions. This is done by using the model cospectra after Kaimal et al. (1972)
and the theoretic transfer functions for tube attenuation (see section 3.4.1). Theoretically,
the relation between εx and u is linear and approximated by εx = 1 + au, where a only
depends on system characteristics and on the measurement height. The sensitivity of the
flux loss to the wind speed results from the shift of the cospectrum to higher frequencies
as the wind speed increases and hence there is a greater attenuation of fluctuations in the

0 1 2 3 4 5 6
0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

horizontal wind speed [m s−1]

co
rr

ec
tio

n 
fa

ct
or

  ε
x

 

 

FXM1 (3 m): ε
x
 = 0.065 s m−1 ⋅ u + 1.001

FXM1 (3 m, turbulent)

FXM2 (3 m): ε
x
 = 0.057 s m−1 ⋅ u + 1.000

FXM2 (3 m, turbulent)

FXM4 (3 m): ε
x
 = 0.058 s m−1 ⋅ u + 1.000

FXM4 (3 m, turbulent)

ITR1 (3 m):   ε
x
 = 0.058 s m−1 ⋅ u + 1.000

ITR1 (3 m, turbulent)

Figure 5.3: Relation between the correction factor and the horizontal wind speed for the
sensor systems with same tube lengths. Correction factors are given for laminar as well
as turbulent tube flow. The symbols for the turbulent case are hidden behind those for
ITR1 (turbulent). Linear regressions for the laminar case are given in the plot.
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Figure 5.4: Relation between the correction factor and the horizontal wind speed for the
sensor systems with different tube lengths. Correction factors are given for laminar as
well as turbulent tube flow. The symbols for the turbulent case are hidden behind those
for ITR1 (turbulent). Linear regressions for the laminar case are given in the plot.

sampling tube (Leuning and Moncrieff, 1990). In the laminar case, the theoretic correction
factor is calculated using the characteristics of the systems applied during the experiments,
while for the turbulent case a theoretic sensor system is presented. For this sensor system,
the theoretic transfer functions for turbulent tube flow are applied with the tube diameters
of Table 5.1. Figure 5.3 shows the theoretic relation between correction factor and hor-
izontal wind speed for the laminar and turbulent systems with same tube length of 3 m,
while Figure 5.4 shows the relation for the systems with different tube lengths, both for
the measurement height of 2.8 m during the Finthen experiment. The correction using the
theoretic transfer function for turbulent tube flow shows correction factors close to 1 for
all wind speeds and all tube lengths and thus, no remarkable effect on the resulting flux.
Therefore, for an effective transport along the tube, a turbulent tube flow is desired, as it
reduces the attenuation of high-frequency fluctuations. Consequently, for a turbulent tube
flow no correction for the attenuation of fluctuations in the tubing is necessary and the tube
length only needs to be considered in the determination of the lag time.
For laminar tube flow, Figures 5.3 and 5.4 show that the correction factor increases with
increasing wind speed, and the equations of linear regressions are displayed in the figures.
For the systems with same tube length the correction factors are similar for three of the sen-
sors (FXM2, FXM4, ITR1), while only the sensor FXM1 gives higher correction factors,
which is due to the lower flow rate of this sensor. The theoretic functions show that for a
horizontal wind speed of 6 m s−1 the flux needs to be corrected by 30 to 40 %. Moreover,
Figure 5.4 indicates that increasing the tube length increases the correction factor. The cor-
rection factors for FXM1 (tube length of 7 m) and ITR1 (tube length of 10 m) are similar
as the correction for FXM1 is not only increased by the longer tube, but also due to the
lower flow rate. Increasing the tube length from 3 m to 10 m would increase the correction
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at 6 m s−1 by about 25 %.
The high theoretic correction factors for laminar tube flow compared to the turbulent case
demonstrate the need to correct for the attenuation of fluctuations in laminar tube flow.
However, in advance of the application of the theoretic correction factors, the accordance
between the theoretic corrections and those obtained by measurements needs to be con-
firmed.

5.3 Side-by-side measurement during EGER

In order to be able to compare the fluxes measured on the masts M1 and M4 during EGER-
IOP3, a short side-by-side comparison of ozone sensors was performed on two days at the
end of the EGER campaign. Two ozone sensors were compared, which were also used in
the more extended field comparison at the airfield Mainz-Finthen. The sensor from M1
is FXM2 and that from M4 is FXM1 in the second campaign. For the intercomparison,
the response of the two EC ozone systems to fast ozone fluctuations and the resulting

Figure 5.5: Time series of the signals of the ozone sensors applied during the side-by-
side comparison at the end of EGER-IOP3 at a height of 2.25 m on M4. The first plot
shows the raw and the second plot the detrended (linear trend over 5 minute segments
removed) 20 Hz signals. The third plot gives the time series of the calculated deposition
velocities.
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deposition velocities are analyzed.

The first plot of Figure 5.5 shows the time series of the raw signals of the two ozone sensors
applied during the EGER campaign. The signals show the same overall trend, with largest
values during the day and decreasing values throughout the night. The detrended signals,
by removing the linear trend over 5 minute segments, in the second plot show the same
time-dependence for the amplitude of fast fluctuations, with the largest fluctuations during
daytime. The larger values and fluctuations given by the M4 sensor indicate a higher sen-
sitivity of the chemical disc inside this sensor. The third plot of Figure 5.5 displays the
deposition velocities calculated from the fluctuations of ozone mixing ratio and vertical
wind speed. The deposition velocities show no distinct diel cycle and the signals from both
ozone sensors give only slight differences in the determined deposition velocity.

Figure 5.6: Averaged power spectral densities of temperature (T ) as well as O3 plotted
against normalized frequency for the side-by-side experiment at the end of EGER-IOP3.
Power spectra of the two ozone sensors applied during EGER-IOP3, labeled M1 and
M4, are shown. The spectra are normalized by the variance σ2 of the scalar concen-
tration x (either T or O3). The measurement length for one power spectrum was 30
minutes and 17 power spectra are averaged. The measurement height was 2.25 m. The
straight black solid line gives the theoretical slope of -5/3.

To investigate the different performance of both EC systems, power- and cospectral densi-
ties are calculated. Figure 5.6 shows the averaged power spectra, while Figure 5.7 presents
the averaged cospectra for the side-by-side experiment. The spectral densities are plotted
against the normalized frequency n = fz/u, where z is the measurement height and u is
the mean horizontal wind speed. Individual spectra are determined from 30 minute time se-
ries. In order to ensure that the averaged spectra of the side-by-side experiment include the
same meteorological conditions, only those 30 minute time periods are considered, when
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there are spectra for all sensors. Moreover, to improve the representation, values are av-
eraged to bins, which are equidistant on the logarithmic scale. Figure 5.6 shows averaged
power spectra for temperature as well as ozone signals of the M1 and M4 sensor normal-
ized by their respective variance. In addition, the theoretic slope in the inertial subrange is
given. The temperature spectrum agrees well with the theoretic n−5/3 slope in the inertial
subrange. The power spectra of temperature and the two ozone sensors agree well up to
a normalized frequency of about 0.1. For higher frequencies the spectra of the two ozone
sensors show a slightly steeper decline than the spectrum of the temperature, with the M4
sensor showing a steeper decline than that of M1. The steeper decline is caused by the
attenuation of high-frequency fluctuations in the sensor system. Both ozone spectra show
relatively constant values for normalized frequencies higher than 8, which are similar for
both sensors, and are due to high noise levels at these frequencies. The constant spectral
densities at the highest frequencies can also be attributed to aliasing as no low-pass filtering
was applied during the measurement to reduce the energy above the Nyquist frequency.
Figure 5.7 shows averaged cospectra between vertical wind speed and temperature as well
as ozone signals of the M1 and M4 sensor normalized by their respective covariance with
w. Besides, the theoretic slope in the inertial subrange is given. The cospectra are more
scattered compared to the power spectra as the flux can be directed up or downwards and
thus, the cospectral densities can take positive as well as negative values. To allow plotting
on a logarithmic scale, negative values have been inverted to positive values. The slope
of the cospectrum between vertical wind and temperature (sensible heat flux) is less steep
than the theoretic slope in the inertial subrange. A good agreement between the cospectra
of sensible heat and ozone fluxes is visible for normalized frequencies up to about 0.3. For
higher frequencies the ozone flux cospectra show again a steeper decline than the sensible
heat flux spectrum, which is closer to the theoretic slope of -7/3. For the frequency range
in which the power spectral densities in Figure 5.6 show a nearly constant value (n > 8),
the cospectral densities in Figure 5.7 show a less steep decline with frequency than the
cospectrum of sensible heat.
Two unsolicited effects can be observed in the power and cospectra measured by the closed-
path systems, high-frequency noise and low-pass filtering. Low-pass filtering is observable
in the power spectra of ozone as well as the cospectra between vertical wind and ozone
by the lower power and cospectral densities compared to the temperature spectrum or heat
flux cospectrum. The filtering is characterized by reduced spectral densities compared to
the temperature spectrum and the sensible heat flux cospectrum for frequencies higher than
0.1 and 0.3, respectively. The effect is more distinctive for M4 than for M1 due to the lower
power and cospectral densities, particularly observable in the power spectra.

5.3.1 Noise correction

The real signal of the ozone sensors is superimposed by white noise. It is caused by digitiz-
ing an analog signal, or it is caused by only a finite number of photons that are measured in
the sampling intervals as a representation of the signal (Lenschow and Kristensen, 1985).
White noise alters the shape of the power spectrum at high frequencies. When the spectral
density of white noise is higher than the signal at a certain frequency, it is perceptible from
the normal signal due to the zero gradient. The shape of the power spectra in Figure 5.6
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Figure 5.7: Averaged cospectral densities of vertical velocity (w) and temperature (T ) as
well as O3 plotted against normalized frequency for the side-by-side experiment at the
end of EGER-IOP3. Cospectra of the two ozone sensors applied during EGER-IOP3,
labeled M1 and M4, are shown. The cospectra are normalized by the covariance w′x′
of w and the scalar concentration x (either T or O3). The measurement length for one
cospectrum was 30 minutes and 17 cospectra are averaged. The measurement height
was 2.25 m. The straight black solid line gives the theoretical slope of -7/3.

with a slope of n0 at normalized frequencies larger than about 8 for M1 and M4 indicates
high white noise levels at those frequencies (Muller et al., 2010). The frequency for which
the noise becomes perceptible in the spectra depends on the sensitivity of the chemical disc
inside the ozone sensor. For discs with a low sensitivity, the noise exceeds the real sensor
signal at lower frequencies than for high-sensitivity discs.
The noise contributes to the ozone time series and is thus observable in the power spectra
(see Fig. 5.6), however, it is not correlated to the wind speed (Hicks and McMillen, 1988).
Therefore, the noise should not be visible in the cospectra. Nonetheless, the cospectra of
M1 and M4 in Figure 5.7 reveal a change in the slope for frequencies higher than 8, which
is a sign of some correlation between the white noise of the ozone measurement and the
sampled wind speed time series.
The shape of the high-frequency part of the spectra would change with the application of
low-pass filters. The filter reduces the contribution of the high-frequency fluctuations to
the total flux and compensates for noise or aliasing during the digital sampling. As filter a
moving average is applied on the ozone time series and the number of values leading to the
best agreement of the spectra to their theoretic shape is determined. For the best agreement
of the spectra to the theoretic slope in the inertial subrange, the moving average of the M1
sensor comprises 11 values and that of the M4 sensor 9 values.
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Figure 5.8: Scatterplot of O3 deposition velocities, with the application of an anti-aliasing
filter, against O3 deposition velocities, without the application of an anti-aliasing filter
for the M1 sensor during the side-by-side experiment at the end of EGER-IOP3. The
measurement height was 2.25 m. The data was corrected by a series of standard steps.
The black line gives the regression between the deposition velocities, the coefficients of
the regression are given in the plot.
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Figure 5.9: Same as Fig. 5.8 for M4.
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The filtered time series are used to recalculate ozone deposition velocities. Figure 5.8 dis-
plays the scatterplot of the deposition velocities calculated from the filtered against the
non-filtered time series of the M1 sensor. The regression performed between the deposi-
tion velocities shows a difference of less than 1 %. Figure 5.9 reveals the same for M4,
where the difference is even smaller. Thus, the application of the moving average to com-
pensate for the noise or aliasing alters the shape of the high-frequency part of the power
and cospectra, but the correction shows only a small effect on the flux contribution from
the inertial subrange. According to Massman (2000), it is even wrong to correct fluxes for
aliasing as it results from digitizing a time series and will not influence the total flux.
For the following analysis, no moving average will be applied on the time series. While
the application of the moving average could affect the determination of a transfer function
for the effect of tube attenuation as it would remove the influence of noise on the cospec-
tra, which are used for the determination of the transfer function, it does not improve the
measured flux. Thus, as the aim of the analysis of system comparability is to compare
experimental and theoretical correction factors for ozone fluxes, which are not influenced
by noise, the application of a low-pass filter is not necessary.

5.3.2 Difference between EGER-systems

Figure 5.10: Coefficients of the transfer functions of O3 sensors plotted against normalized
frequency. Transfer functions of the two ozone sensors applied during EGER-IOP3,
labeled M1 and M4, are shown.

In order to compare the ozone fluxes above the forest and on the clearing measured by the
two EC systems M1 and M4 during EGER-IOP3, the systematic difference between the
measured fluxes needs to be determined. Due to systematic differences between individual
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chemiluminescence sensors as well as differences in the length of the applied tubes, the in-
dividual systems show different spectral distributions in the high-frequency range. Figure
5.10 shows transfer functions of the two ozone sensor systems. The transfer functions are
determined from the averaged cospectra of the side-by-side experiment (see Fig. 5.7). The
contribution of sensor separation to the high-frequency attenuation is not included in the
transfer functions. Thus, the transfer functions represent the effect of attenuation of fluc-
tuations in the tubing. Up to frequencies of about 0.3, the values of the transfer function
fluctuate around or are close to 1. This indicates, that the contribution of these frequencies
to the covariance is well represented. In the frequency range between 0.3 and about 2 to
3, the coefficients of the transfer function are lower than 1, indicating an underestimation
of the contribution of these frequencies to the total covariance. With increasing frequency
the values of the transfer function increase up to values larger than 10000, indicating an
overestimation of the contribution of these frequencies to the covariance. Since the contri-
bution of the highest frequencies to the covariance is small (see Fig. 5.7), an overestimation
is of no consequence to the total covariance. Furthermore, the overestimation present in
the ozone EC system transfer functions is due to the effect of noise, which is observable in
the ozone flux cospectra as a less steep decline compared to the heat flux cospectrum (see
Fig. 5.7), and for noise it was shown in section 5.3.1 that it does not considerably affect
the flux.
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Figure 5.11: Scatterplot of O3 deposition velocities, measured by the M1 sensor, against
O3 deposition velocities, measured by the M4 sensor during the side-by-side experiment
at the end of EGER-IOP3. The measurement height was 2.25 m. The data was corrected
by a series of standard steps. The black line gives the regression between the deposition
velocities, the coefficients of the regression are given in the plot.

Figure 5.11 shows the scatterplot between the deposition velocities of the two sensors dur-
ing the side-by-side campaign. Mostly, the deposition velocity shows values between 0 and
0.2 cm s−1. Only a few negative values for vd appear. A linear relation is evident between
the ozone deposition velocities measured by the M1 and M4 sensor systems. To determine
the difference between the deposition velocities, a linear regression is performed. The M4
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sensor gives deposition velocities, which are slightly larger than those of the M1 sensor by
about 5.4 %. This value can be used to adapt ozone fluxes measured at the same height for
the difference between the EC systems by adjusting the flux results of one sensor to those
of the other sensor. However, to correct for the total attenuation of fluctuations, the ozone
flux cospectra need to be adjusted to the sensible heat flux cospectrum.

5.4 Difference between sensors
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Figure 5.12: Time series of the ozone mixing ratio measured during the first phase of the
experiment at the airfield Mainz-Finthen in summer 2013. The time series shows 30
minute averages measured at a height of 2.8 m.
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Figure 5.13: Time series of the ozone fluxes measured during the first phase of the exper-
iment at the airfield Mainz-Finthen in summer 2013. The time series show 30 minute
fluxes measured at a height of 2.8 m. From July 24 until noon of 25 a failure of the
sonic prevented the calculation of fluxes.

The objective of the first phase of the side-by-side experiment at the airfield Mainz-Finthen
was to investigate the difference between individual ozone EC systems by comparing the
performance of individual O3 sensors. Four fast ozone sensors were applied with tubes
of an equal length of 3 m, which among others, were those used in EGER-IOP3. Sensor
FXM1 is the one used at M4 and FXM2 that from M1.
Figure 5.12 shows the time series of the ozone mixing ratio measured during the Finthen
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experiment. The mixing ratio shows a daily cycle with largest values in the afternoon,
which is expected for ozone mixing ratios. The mixing ratios are generally low with max-
imum values of only 24 ppbv and during some nights nearly 0 ppbv are reached. Figure
5.13 gives the time series of the O3 fluxes measured by the four sensors. Between July 24
and noon of July 25 there is no flux data available due to a failure of the sonic anemometer.
The largest fluxes occur during the night and highest deposition around midday. The fluxes
calculated from the measurements of the sensors FXM2, FXM4 and ITR1 agree fairly well
over the course of the entire side-by-side experiment, while FXM1 agrees less, particularly
at the beginning. The fluxes calculated from the measurements of the sensor FXM1 are
close to zero until the morning of July 22, when the chemical discs inside the sensors have
been replaced. Until July 22, all sensors were equipped with dye coated plates originating
from the same large plate, but the output of the FXM1-sensor shows a smaller sensitivity.
The sensitivity is determined as the ratio between the ozone sensor output and the ozone
mixing ratio (expressed in mV ppbv−1, not shown). The fluctuations in the time series of
the FXM1-sensor are close to the minimum voltage difference that can be resolved by the
instrument (not shown). Thus, small fluctuations cannot be resolved and result in a low
covariance with vertical wind speed. After July 22, the FXM1 fluxes also agree well with
those of the other sensors. The fluxes of the sensor FXM2 are highest. Those of FXM1 are
lowest, but also show more fluctuations than the fluxes of the other sensors.

The averaged spectra of the campaign period are determined the same way as those during
the EGER side-by-side experiment and thus include only spectra under same conditions.
The maximum frequency of the spectra is higher than that of the spectra of the EGER cam-
paign due to a higher sampling frequency of 50 Hz, resulting in a Nyquist frequency of
25 Hz instead of 10 Hz during EGER. However, for both campaigns a maximum normal-
ized frequency of 100 is chosen for the presentation of the spectra. Figure 5.14 shows the
distribution of power spectral densities of temperature and O3 signals with normalized fre-
quency. The power spectrum of the temperature measurement follows the theoretic n−5/3

slope. The change in the slope for normalized frequencies higher than about 5 is due to the
averaging process using normalized frequencies. Normalizing the frequency has the con-
sequence that all 30 minute spectra give values for different frequency ranges and thus, for
the highest as well as lowest frequencies less values are available for averaging. The power
spectra of the sensors FXM2, FXM4 and ITR1 agree well with the temperature spectrum
up to a normalized frequency of about 0.4. For higher frequencies, the power spectral
densities of the ozone measurements decrease less and show constant values above a fre-
quency of about 2. Due to the averaging process, the spectral densities decrease again with
frequency for normalized frequencies higher than about 5. The power spectrum of sensor
FXM1 is in agreement with the power spectra of the other sensors up to a frequency of 0.1,
while it displays constant values for frequencies higher than 0.9 in contrast to a frequency
of 2 for the other sensors. The different behavior is attributed to the characteristics of the
ozone sensors, as FXM1 has a lower flow rate than the other sensors (see Tab. 5.1). Despite
the ozone sensor itself, also the sensitivity of the chemical disc inside the instrument influ-
ences the lower limit of the frequencies affected by noise. Discs with a weak sensitivity
increase the contribution of noise to the variance, which is recognizable by the constant
power spectral densities starting at lower frequencies than for chemical discs with a high
sensitivity. This was particularly distinctive in the observations of one chemical disc (data
and spectra not shown) used between the first and second phase of the Finthen experiment,
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Figure 5.14: Averaged power spectral densities of temperature (T ) as well as O3 plot-
ted against normalized frequency for the side-by-side experiment at the airfield Mainz-
Finthen. Power spectra of the four ozone sensors, labeled FXM1, FXM2, FXM4 and
ITR1, are shown. The spectra are normalized by the variance σ2 of the scalar concen-
tration x (either T or O3). The measurement length for one power spectrum was 30
minutes and 77 power spectra are averaged. The measurement height was 2.8 m. The
straight black solid line gives the theoretical slope of -5/3.

where the sensitivity was too low to be able to observe small fluctuations in the time series
and the constant level of the power spectral densities started at frequencies a little higher
than that of the peak in the spectra. Compared to the power spectra of the measurement
at the end of EGER-IOP3 given in Figure 5.6, where the noise becomes obvious above a
frequency of about 8, the noise becomes visible in the power spectra of the Finthen exper-
iment already at lower normalized frequencies.
Figure 5.15 presents cospectral densities of vertical wind speed and temperature as well as
O3 signals. Alike the power spectrum of the temperature (see Fig. 5.14), the cospectrum
of the sensible heat flux agrees with the theoretic shape for small n. The good agreement
between the heat flux cospectrum and the theoretic shape of the cospectrum, where the
decrease in the inertial subrange follows the theoretic slope, confirms a good quality of
the measurement. However, for n larger than 20 the cospectrum also shows a smaller de-
crease with increasing frequency. The cospectra of the ozone fluxes determined from the
measurements of the sensors FXM1, FXM2, FXM4 and ITR1 agree well with the sensible
heat flux cospectrum for frequencies up to 0.2, while the decrease is steeper for frequen-
cies between 0.2 and 2, which is due to the attenuation of fluctuations during the transport
through the tubing with laminar tube flow as well as the effect of sensor separation. For
frequencies higher than about 2 the cospectral densities of the ozone fluxes decrease less
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Figure 5.15: Averaged cospectral densities of vertical velocity (w) and temperature (T )
as well as O3 plotted against normalized frequency for the side-by-side experiment at
the airfield Mainz-Finthen. Cospectra of the four ozone sensors, labeled FXM1, FXM2,
FXM4 and ITR1, are shown. The cospectra are normalized by the covariance w′x′ of
w and the scalar concentration x (either T or O3). The measurement length for one
cospectrum was 30 minutes and 77 cospectra are averaged. The measurement height
was 2.8 m. The straight black solid line gives the theoretical slope of -7/3.

than those of the sensible heat flux. This agrees with the frequency range at which noise
is visible in the power spectra in Figure 5.14, indicating that the noise is not completely
uncorrelated to the measurement of vertical wind speed fluctuations.

During the flux calculation by software packages, a correction procedure is performed,
which comprises a spectral correction for sensor separation by a theoretic transfer func-
tion. As all ozone sensor inlets have the same distance from the middle of the sonic path,
the influence of sensor separation is the same for all sensors. Figure 5.16 gives, represen-
tative for all sensors, the spectral correction of the fluxes of sensor FXM2 depending on
stability. Under unstable conditions (z/L<0) the flux is increased by about 5 % due to the
spectral correction, while stable conditions increase the influence of the sensor separation
on the flux.
For the spectral correction due to the tube attenuation a transfer function can be determined
as well as for sensor separation to correct for the resulting underestimation (Aubinet et al.,
2001). The transfer function corrects for the different shape of the ozone cospectra in the
higher frequency range compared to the ideal heat flux cospectrum. Figure 5.17 shows the
transfer functions for the tube attenuation in the ozone sensor systems determined under
unstable conditions. For frequencies up to 0.2, where the cospectra in Figure 5.15 agree,
the coefficients of the transfer function take values close to 1. In the frequency range be-
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Figure 5.16: Spectral correction of the ozone flux depending on stability. The magnitude
of the correction in relation to the uncorrected flux is calculated for the data of the ozone
sensor FXM2.

Figure 5.17: Coefficients of the transfer functions of O3 sensors plotted against normalized
frequency. Transfer functions for FXM1, FXM2, FXM4 and ITR1 are shown.
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tween 0.2 and 2, the coefficients of the transfer function decrease due to the attenuation
of fluctuations inside the tube and increase for higher frequencies due to the noise, only
affecting the ozone flux cospectra. The transfer functions indicate that the tube attenuation
decreases the cospectral densities to less than half of their real values for normalized fre-
quencies higher than about 0.8-0.9.
Comparing the power and cospectra of the experiment at the airfield Mainz-Finthen (Fig-
ures 5.14 and 5.15; sampling frequency of 50 Hz) with those of the side-by-side compar-
ison at the end of EGER-IOP3 (Figures 5.6 and 5.7; sampling frequency of 25 Hz) shows
that a lower sampling frequency affects the noise in the flux measurement. A lower sam-
pling frequency is obtained by averaging the respective number of sampled data points (e.g.
5 data points are averaged if a 10 Hz sampling frequency is chosen), which acts as a low-
pass filter and reduces the white noise, but also the real fluctuations. The measurements
of an additional ozone sensor with a lower sampling frequency during the Finthen exper-
iment (results are not shown as the exact sampling frequency is not known) have shown
higher attenuation and less noise compared to the 50 Hz ozone measurements, with spectra
comparable to those of the side-by-side experiment at the end of EGER-IOP3.

In order to compare the effect of tube attenuation on the experimentally determined cospec-
tra to the theoretic correction, correction factors (εx) for the ozone flux are determined for
each flux averaging period. The factors are calculated as described in section 3.4.3, using
the cospectra of the ozone fluxes and the heat flux cospectrum.
For mostly unstable daytime conditions the influence of stability on the correction factor is
not significant and the horizontal wind speed u is found to be the only relevant controlling
parameter. Therefore, the relation of the experimental correction factors to the wind speed
is determined and compared to the relation obtained by using the theoretic transfer function
for damping inside the tube and the theoretic spectra after Kaimal et al. (1972) presented
in section 5.2. The relation is assumed to be linear with εx = au + b, where a and b are
parameters determined by linear fitting.
In the correction factors, the effect of sensor separation is not accounted for as it is al-
ready corrected for by the eddy-covariance software package. Not considering the effect
of sensor separation reduces the axis intercept of the relation between εx and u such that it
converges to the theoretic value of 1. For the comparison to the theoretic tube attenuation
correction, it is assumed that the principle cause for the remaining high-frequency attenu-
ation of the measured ozone flux is attenuation in the tubing, and thus contributions from
slow response of the scalar sensor, from anemometer response and from the data aquisition
system (Moore, 1986) are neglected. Another source for underestimating the fluxes is by
high-pass filtering of the signals during data aquisition (linear trend removal, block averag-
ing over a finite time period). Low frequency loss is not analyzed for the results presented
in this thesis and so is not taken into account in the results. The estimated magnitude based
on previous analyses is about 3 %, depending for example on wind velocity and stabil-
ity. Neglecting the differences between the cospectral densities in the low frequency range
mainly reduces the slope of the relation between εx and u. The neglect also gives a small
increase in the axis intercept and eliminates the few experimentally determined correction
factors smaller than 1.
In field experiments as well as in the theoretic transfer function, the tube attenuation in
different EC systems is affected by the length and inner diameter of the tube, the mean
velocity of the flow and the Reynolds number. In the first phase of the Finthen experiment,
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the factor distinguishing the systems from each other is the flow rate, which influences the
mean velocity and the Reynolds number. It was already shown by the theoretic transfer
functions that the tube Reynolds number has an effect on the dampening of the fluctuations
by increasing the underestimation with decreasing Re.
To determine the relationships between correction factor and horizontal wind speed, only
30 minute values are taken into account where the fluxes of sensible heat and ozone of the
particular sensor fulfill the quality criteria (see section 3.4.2). Thus, the number of correc-
tion factors considered for the relationship differs between the ozone sensors. Weighted
fits and robust weighted fits are calculated. For the weighting, the standard deviation of the
correction factor is used (see section 3.4.3 and appendix A).
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Figure 5.18: Relation between the correction factor and the horizontal wind speed for the
fluxes measured by the sensor FXM2 at a height of 2.8 m during the first phase of the
Finthen experiment. In blue the fitted linear regressions (weighted and robust weighted
fit) and the theoretic relation for a sensor with the specific system characteristics are
shown. For the fitting 113 correction factors are taken into account and the equations of
the fits are given in the plot.

Figure 5.18 shows the relation between the correction factor and the wind speed for the
sensor FXM2. The error bars denote the standard deviation of the correction factors. Lin-
ear fits (solid and dashed blue line) as well as the theoretic relation between εx and u
(dotted blue line) are given. Most of the correction factors are close to the fitted lines. The
correction factor with the largest distance to the fitted lines shows the largest error bars.
The nearly parallel trends of the theoretic relation for laminar tube flow and the weighted
as well as the robust weighted fit in Figure 5.18 indicate a good agreement of the mea-
sured data with theory. The coefficients of the fits are given in Table 5.2. The slope of the
weighted fit is a little steeper and that of the robust weighted fit less steep than the slope
of the theoretic fit. In both cases the correction factor gives an increase of the flux by less
than 6 % for an increase of the wind speed of 1 m s−1. The axis intercept is largest for the
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Table 5.2: Fitting parameters of the linear relation εx = au + b between correction factor
εx and horizontal wind speed u. The coefficients a and b are obtained by weighted and
robust weighted fitting. All sensors are applied with a tube of a length of 3 m.

sensor fitting method slope [s m−1] axis intercept R2

FXM1 weighted 0.033±0.016 1.123±0.024 0.046
robust weighted 0.067±0.008 1.011±0.012 0.759

FXM2 weighted 0.059±0.011 1.045±0.021 0.207
robust weighted 0.055±0.006 1.025±0.012 0.764

FXM4 weighted 0.045±0.009 1.056±0.018 0.198
robust weighted 0.051±0.006 1.025±0.012 0.666

ITR1 weighted 0.068±0.010 1.030±0.021 0.305
robust weighted 0.065±0.006 1.017±0.013 0.710

weighted fit. It implicates a correction factor of already 1.045 at zero wind. The robust
weighted fit reduces this value to 1.025. The application of a robust weighted fit increases
the correlation coefficient and decreases the standard deviations of the slope and the axis
intercept to about half the values of the weighted fit.
As the spectra agree well for the sensors FXM2, FXM4 and ITR1 (see Fig. 5.15), only
the relation between εx and u of FXM2 is shown. For the sensors FXM4 and ITR1 the
distribution of correction factors with wind speed looks similar to that of the sensor FXM2
in Figure 5.18. For the fitting of the FXM4 results 113 correction factors are taken into
account and the fitting coefficients are given in Table 5.2. The slope is smaller than for
the sensor FXM2 and also than the theoretic slope of 0.058 s m−1. The intercept takes
the same value as for the sensor FXM2. For the sensor ITR1 114 correction factors are
used for the fitting, resulting in the coefficients given in Table 5.2. The intercept is smaller
compared to the other sensors, however the slopes are larger, also compared to the theo-
retic slope of 0.058 s m−1. As for the sensor FXM2, for the sensors FXM4 and ITR1 the
standard deviations of the coefficients of the fit are nearly halved by the application of the
robust weighted fitting instead of the weighted fitting. The robust weighted fit also shows
an improvement of the correlation coefficient.
Figure 5.19 presents the scatterplot between εx and u for the sensor FXM1 as well as the
linear fits (solid and dashed red line) and theoretic relation between εx and u (dotted red
line). The correction factors have larger error bars and are more scattered than those of
the other sensors, especially for wind speeds above 2 m s−1. For the data from the sensor
FXM1, there is also the largest deviation between the results of the weighted and the ro-
bust weighted fit. Table 5.2 gives the parameters obtained by the linear regression. The
weighted fit gives a large axis intercept and only a small slope of the fitted line. Perform-
ing a robust weighted fit leads to a better agreement with the theoretic fit by decreasing
the intercept and increasing the slope, such that the fit is nearly parallel to the theoretic fit.
While the weighted fits of the sensor FXM1 and the other sensors deviate, the fits obtained
by robust weighted fitting show a good agreement for all sensors.

The theoretic and experimentally determined relations between correction factor and hor-
izontal wind speed show some differences. This raises the question of whether the differ-
ence between the measured and theoretic relation is significant. For the determination of
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Figure 5.19: Relation between the correction factor and the horizontal wind speed for the
fluxes measured by the sensor FXM1 at a height of 2.8 m during the first phase of the
Finthen experiment. In red the fitted linear regressions (weighted and robust weighted
fit) and the theoretic relation for a sensor with the specific system characteristics are
shown. For the fitting 91 correction factors are taken into account (see small plot) and
the equations of the fits are given in the plot.

the significance a student t test is applied. It tests if the difference is significant on a certain
significance level and non-random. The test is performed for the slopes and axis intercepts
of the fitted relations. Table 5.3 displays the significance levels on which an agreement can-
not be rejected. For the first phase of the Finthen experiment, the difference between the
fitted and the theoretic slopes is not significant and can thus be explained by randomness,
i.e. too few data points. This is the case for all four sensors and for the weighted as well as
the robust weighted fit. The axis intercepts show larger differences to their theoretic val-
ues. For the sensor FXM1 the difference between the axis intercept of the weighted fit and
the theoretic one is highly significant (significance level of 99.9 %), while for the robust
weighted fit the difference is not significant, which also applies for both fitting methods
applied on the ITR1 data. For the axis intercepts of the sensors FXM2 and FXM4 a higher
significance level is necessary to not reject the hypothesis that the measured and theoretic
valus agree.
In contrast to the theory (see Fig. 5.3), the intercept of all fitted relations between εx and u
is not 1 but crosses the ordinate at a higher value. The difference between the theoretic and
the fitted axis intercept indicates that there might be another factor affecting the cospec-
tra requiring further spectral correction or a modification of the applied one. A possible
explanation for the difference is the execution of the sensor separation correction. The cor-
rection was performed by applying the theoretic transfer function, where the measurement
height, among others, is required. The measurement height applied in the correction is the
actual height above ground level minus the displacement height. For the analysis in this
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Table 5.3: Significance levels on which an agreement between the fitted and theoretic
coefficients of the linear relation between wind speed and correction factor cannot be
rejected. All sensors are applied with a tube of a length of 3 m.

sensor fitting method slope
axis

intercept
FXM1 weighted 95 % -

robust weighted 95 % 95 %
FXM2 weighted 95 % 99 %

robust weighted 95 % 99 %
FXM4 weighted 95 % 99.9 %

robust weighted 95 % 99 %
ITR1 weighted 95 % 95 %

robust weighted 95 % 95 %

thesis, the displacement height is estimated as 2/3 of the actual canopy height. This rough
estimate could partly be the reason for the deviation of the axis intercept from its theoretic
value. This is due to the fact that the sensor separation correction affects rather the inter-
cept than the slope as it is quite constant under unstable conditions without a dependency
on wind speed.
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Figure 5.20: Time series of the ozone mixing ratio measured during the second phase of
the experiment at the airfield Mainz-Finthen in summer 2013. The time series shows 30
minute averages measured at a height of 2.8 m.

During the second phase of the experiment at the airfield Mainz-Finthen in August 2013,
the influence of the length of the inlet tubing on the flux was investigated. Therefore, in
this phase the EC systems do not only differ in the flow rate of the ozone sensors, but
also in the tube length. Figure 5.20 shows the ozone mixing ratios during the second
phase of the experiment. The mixing ratios are even lower than during the first phase,
with maximum daytime mixing ratios of about 20 ppbv until August 06 and lower than 15
ppbv afterwards. Figure 5.21 gives the ozone fluxes during the second experiment phase.



5.5 Influence of tube length 67

01.08. 02.08. 03.08. 04.08. 05.08. 06.08. 07.08. 08.08. 09.08. 10.08. 11.08. 12.08. 13.08.
−4

−2

0

2

F
O

3 [n
m

ol
 m

−
2  s

−
1 ]

 

 

FXM1
FXM2
FXM4
ITR1

Figure 5.21: Time series of the ozone fluxes measured during the second phase of the
experiment at the airfield Mainz-Finthen in summer 2013. The time series show 30
minute fluxes measured at a height of 2.8 m.

Due to the fluctuations in the time series of the ozone sensors not originating from actual
fluctuations of ozone mixing ratio (see section 2.2 and 3.4.2), the calculation of fluxes does
not give reliable results. There is a large scatter in the fluxes calculated from the data of
all four ozone sensors, with also a lot of positive values. The best results are achieved
by the sensor ITR1, which gives similar values as during the first phase of the Finthen
experiment. Despite the disturbance of the ozone signals due to the broken instrument,
the chemical discs applied during the second phase of the experiment also had a lower
sensitivity.

Figures 5.22 and 5.23 show the averaged power and cospectra obtained for the analysis
of the influence of tube length. They are more scattered than those of the first phase due
to the usage of less spectra for the averaging. The spectra start at higher frequencies as
shorter time periods are used for the determination of spectra. Only for the calculation
of power spectra of temperature and cospectra of the heat flux 30 minute time series are
used. Figure 5.22 displays the averaged power spectra of the temperature and the signals
of the four ozone sensors. The temperature spectrum shows the same behavior in the high-
frequency range as during the first phase of the experiment (see Fig. 5.14). However, it
does not show the increase of spectral densities with increasing frequency in the low fre-
quency range as for the first phase. The power spectra of the ozone sensors show a lot of
scatter in the spectral densities on the frequency range, which is used for the determination
of the normalization factor between temperature and ozone power spectra. Thus, the ozone
power spectra as well as the ozone flux cospectra in Figure 5.23 might need to be shifted
to higher or lower spectral densities for an exact agreement to the temperature or heat flux
spectra. The scatter of the spectral densities of the ozone signals at lower frequencies also
inhibit the determination of the frequency at which the power spectra of the ozone sensors
start to differ from that of the temperature. The spectra show least scatter in the range of
normalized frequencies between 0.1 and 40, where they already differ from the shape of
the temperature power spectrum. The setup of the FXM2 system did not change between
the two phases of the experiment and except for the more scattered course of the power
spectrum, it agrees well with the power spectrum during the first phase of the experiment
(see Fig. 5.14). The power spectrum of the sensor FXM1 shows constant values at a lower
spectral density than during the first phase of the Finthen experiment. The data of this
sensor shows the largest spectral density fluctuations of all ozone sensors in the frequency
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Figure 5.22: Averaged power spectral densities of temperature (T ) as well as O3 plot-
ted against normalized frequency for the side-by-side experiment at the airfield Mainz-
Finthen. Power spectra of the four ozone sensors, labeled FXM1, FXM2, FXM4 and
ITR1, with different tube length are shown. The spectra are normalized by the variance
σ2 of the scalar concentration x (either T or O3). The measurement length for one power
spectrum was 30 minutes and 14 power spectra are averaged. The measurement height
was 2.8 m. The straight black solid line gives the theoretical slope of -5/3.

range used for the normalization between power spectra of temperature and ozone. Thus,
the determination of the normalization factor for the sensor FXM1 is most imprecise. Ex-
cept for the power spectrum of the sensor FXM4, which shows the lowest constant spectral
density, the level of the constant spectral density increases with tube length. This is due
to the highest attenuation of ozone fluctuations in the longest tube, which increases the
influence of noise as it becomes distinguishable from the real spectral densities at lower
frequencies.
Figure 5.23 shows the averaged cospectra of sensible heat and ozone fluxes. The cospectra
show the same scattered behavior as the power spectra. The cospectrum between vertical
wind and temperature agrees well with the theoretic slope in the inertial subrange and with
the cospectrum of the first phase of the experiment (see Fig. 5.15). The shapes of the
cospectra of the ozone fluxes do not agree with the distribution of cospectral densities dur-
ing the first phase. The cospectral densities are scattered around the heat flux cospectrum
up to a normalized frequency of about 2. Thus, the ozone flux cospectra do not reveal a
steeper decrease than the heat flux cospectrum due to the attenuation of fluctuations in the
tubing. For frequencies higher than 2, the cospectra show about the same slope as during
the first phase, but with spectral densities higher than those of the heat flux cospectrum.
Figure 5.24 presents the transfer functions of the ozone EC systems. In the system transfer



5.5 Influence of tube length 69

Figure 5.23: Averaged cospectral densities of vertical velocity (w) and temperature (T )
as well as O3 plotted against normalized frequency for the side-by-side experiment at
the airfield Mainz-Finthen. Cospectra of the four ozone sensors, labeled FXM1, FXM2,
FXM4 and ITR1, with different tube length are shown. The cospectra are normalized
by the covariance w′x′ of w and the scalar concentration x (either T or O3). The mea-
surement length for one cospectrum was 30 minutes and 14 cospectra are averaged. The
measurement height was 2.8 m. The straight black solid line gives the theoretical slope
of -7/3.

functions the effect of sensor separation is not included. For normalized frequencies up
to about 2, the coefficients of the transfer function seem to fluctuate around 1. An atten-
uation of fluctuations due to the applied tube is not perceptible, as was already shown by
the cospectra of the ozone fluxes. For frequencies higher than 2, the values of the transfer
function increase with frequency to values higher than 10000 for all four sensors. The in-
crease is due to the noise in the measurement of the ozone fluctuations and has no effect
on the resulting ozone flux.

As a result of the more scattered cospectra of the ozone sensors and the more imprecise
determination of the normalization factor between ozone and heat flux cospectra, the cor-
rection factors show a distribution over a larger range of values with also larger standard
deviations. The standard deviations and also some values exceed the limit of the values
displayed in the figures, therefore a smaller plot is inserted which contains all data points.
Furthermore, the figures with the relations between correction factors and horizontal wind
speed are shown for all four sensors, sorted by the length of the tubing.
Figure 5.25 gives the relation between the correction factors and the horizontal wind speed
for the sensor FXM2, which was equipped with the shortest tube of 3 m as during the first
phase of the experiment. The large figure contains all but two correction factors. Due to
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Figure 5.24: Coefficients of the transfer functions of O3 sensors plotted against normalized
frequency. Transfer functions for FXM1, FXM2, FXM4 and ITR1 with different tube
length are shown.

the same system characteristics, the theoretic relation between εx and u is the same as in
Figure 5.18. There is only a slight difference between the results of the weighted fit and
the robust weighted fit, which are given in Table 5.4. The slope and axis intercept do not
change much between the two fitting methods. In contrast to the results of the first phase
the application of the robust weighted fit does not reduce the standard deviations and for the
sensor FXM2 it even decreases the correlation coefficient. The fitted relations are nearly
parallel to the theoretic relation between εx and u, but with a large offset of about 12 %.
The sensor FXM4 was applied with a tube of 5 m length. Figure 5.26 shows the result of
the calculation of correction factors plotted against wind speed. All correction factors lie
in the range displayed in the large figure, only some error bars exceed this range, which
are shown in the small figure. The relations to the wind speed obtained by the fitting pro-
cedures are given in Table 5.4. The usage of a robust weighted fit improves the result by
reducing the standard deviations of the coefficients of the fit and it increases the correlation
coefficient. The axis intercepts are in good agreement with the theoretic one of 1.004, but
the slope is larger than that received from the theoretic transfer function. The theoretic
relation implies a necessary increase of the flux by 7.3 % per increase of the wind speed of
1 m s−1, which is about half of the increase obtained by the fitting procedures.
The most scattered cospectra are obtained from the measurement of the sensor FXM1,
which was applied with a tube of 7 m length. Figure 5.27 presents the correction factors
for the FXM1 fluxes plotted against the horizontal wind speed. For this sensor the small-
est number of correction factors is available. The large scatter of the correction factors is
due to the imprecise determination of the normalization factor between the cospectra. The
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Figure 5.25: Relation between the correction factor and the horizontal wind speed for the
fluxes measured by the sensor FXM2 and a tube of 3 m at a height of 2.8 m during the
second phase of the Finthen experiment. In blue the fitted linear regressions (weighted
and robust weighted fit) and the theoretic relation for a sensor with the specific system
characteristics are shown. For the fitting 34 correction factors are taken into account
(see small plot) and the equations of the fits are given in the plot.

fitted linear relations between εx and u show a differing trend for the two fitting proce-
dures. Table 5.4 given the coefficients of the regressions. While the weighted fit gives the
expected trend with an increase of the correction factor with increasing wind speed and
a good agreement between the theoretic and fitted axis intercept, the robust weighted fit
gives a decrease of the correction factor with increasing wind speed and a large axis inter-
cept. Nonetheless, the correlation coefficient is improved by the application of the robust
weighted fit and the standard deviations are reduced. Most of the correction factors with
small standard deviations are located in the area between the weighted fit and the theoretic
relation. The robust weighted fit agrees with the best data for horizontal wind speeds up to
2 m s−1.
In Figure 5.28 the relation between correction factors and horizontal wind speed is shown
for the sensor ITR1 with a tube length of 10 m. The measurement of the sensor ITR1 pro-
vides most correction factors for the determination of a linear fit, but most of the correction
factors exhibit large standard deviations. The fitting parameters obtained by the two fit-
ting procedures are given in Table 5.4. The fitted relations show the best agreement to the
theoretic relation between εx and u. The axis intercepts differ from the theoretic one of
1.012 by about 0.03, but the slopes are both larger than the theoretic increase of 9.9 % per
increase of the wind speed by 1 m s−1. With the application of the robust weighted fit, the
slope gets closer to the theoretic one and also the standard deviations and the correlation
coefficient improve.
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Table 5.4: Fitting parameters of the linear relation εx = au + b between correction factor
εx and horizontal wind speed u. The coefficients a and b are obtained by weighted and
robust weighted fitting. The sensors are applied with tubes of different length between
3 and 10 m.

sensor fitting method slope [s m−1] axis intercept R2

FXM1 (7 m) weighted 0.209±0.053 0.999±0.132 0.397
robust weighted -0.067±0.036 1.424±0.091 0.715

FXM2 (3 m) weighted 0.069±0.028 1.121±0.063 0.166
robust weighted 0.065±0.029 1.126±0.067 0.067

FXM4 (5 m) weighted 0.122±0.032 1.071±0.074 0.281
robust weighted 0.144±0.025 1.033±0.057 0.573

ITR1 (10 m) weighted 0.161±0.035 0.982±0.078 0.307
robust weighted 0.136±0.029 1.042±0.066 0.512

Table 5.5: Significance levels on which an agreement between the fitted and theoretic
coefficients of the linear relation between wind speed and correction factor cannot be
rejected. The sensors are applied with tubes of different length between 3 and 10 m.

sensor fitting method slope
axis

intercept
FXM1 (7 m) weighted 99 % 95

robust weighted - -
FXM2 (3 m) weighted 95 % 95 %

robust weighted 95 % 95 %
FXM4 (5 m) weighted 95 % 95 %

robust weighted 99.9 % 95 %
ITR1 (10 m) weighted 95 % 95 %

robust weighted 95 % 95 %

Table 5.5 summarizes the significance levels for the agreement between the fitted relations
between correction factor and horizontal wind speed during the second phase of the Finthen
experiment and the theoretic relations. Only the difference between the robust weighted
fit and the theoretic fit for the sensor FXM1 is found to be highly significant. The robust
weighted fit of the sensor FXM1 is the only fit giving a negative trend of the correction fac-
tor with increasing wind speed. The differences between the other fitted and theoretic axis
intercepts are not found to be statistically significant. Regarding the slopes, the sensors
FXM2, ITR1 and the weighted fit for FXM4 show best agreement with the theoretic rela-
tion and the difference is not significant. For the other slopes the difference is significant
and a higher significance level is necessary to not reject the agreement between theoretic
and fitted slope.
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Figure 5.26: Relation between the correction factor and the horizontal wind speed for the
fluxes measured by the sensor FXM4 and a tube of 5 m at a height of 2.8 m during the
second phase of the Finthen experiment. In green the fitted linear regressions (weighted
and robust weighted fit) and the theoretic relation for a sensor with the specific system
characteristics are shown. For the fitting 40 correction factors are taken into account
(see small plot) and the equations of the fits are given in the plot.

5.6 Discussion

The following discussion deals with the weaknesses of closed-path EC systems with lam-
inar tube flow for the measurement of turbulent fluxes of ozone and with implications of
the findings for the results of the EGER campaign and future flux measurements. The ob-
jective was to provide a robust and simple method that considers the variability in low-pass
filtering by a closed-path ozone EC system and corrects the EGER dataset for it.

The theoretic corrections for laminar and turbulent tube flow have shown that the ozone
fluxes need to be corrected less for turbulent than for laminar tube flow (see Fig. 5.3 and
5.4). Thus, the high-frequency response of the closed-path EC system can be improved
substantially by ensuring turbulent flow in the tube, using a combination of high volumet-
ric flow rate (e.g. by using a powerful pump) and small tube diameter (Leuning and King,
1992) as well as keeping the length of the tubing short (Lenschow and Raupach, 1991).
Nevertheless, a large air flow volume in the inlet tubing might require a large spatial sep-
aration between the inlet of the tube and the sonic anemometer head, leading to another
loss of covariance (see Moore, 1986 for the specific contributions of the diverse charac-
teristics of an EC system to the total damping). The Reynolds number is a relevant factor
to consider when estimating the high-frequency cospectral attenuation of ozone fluxes. In
particular, decreasing Reynolds numbers increase the high-frequency attenuation. Figure
5.29 taken from Zahn et al. (2012) displays the approximate Reynolds number of the flow
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Figure 5.27: Relation between the correction factor and the horizontal wind speed for the
fluxes measured by the sensor FXM1 and a tube of 7 m at a height of 2.8 m during the
second phase of the Finthen experiment. In red the fitted linear regressions (weighted
and robust weighted fit) and the theoretic relation for a sensor with the specific system
characteristics are shown. For the fitting 27 correction factors are taken into account
(see small plot) and the equations of the fits are given in the plot.

in the tubing of the fast-response ozone sensor, where the x-axes is either flow rate or
Reynolds number. It has to be considered that the inner diameter of the 3/8” tube used by
Zahn et al. (2012) is smaller than that of the applied tubes. Thus, in the side-by-side exper-
iment the same flow rate results in a slightly smaller Reynolds number. The values are well
below the critical Reynolds number for turbulent flow (~2300 for straight tubing). The fig-
ure gives the response times of sensor systems with different tube lengths. For the shortest
and longest applied tubes, it shows that the measured response times are in between those
for pure laminar or tubulent flow. According to Lenschow and Raupach (1991) the radial
mixing in the tube is enhanced by elbows and soft bendings in the tube, which converges
the diffusion coefficient to the one for turbulent flow. This was also shown by Zahn et al.
(2012) for changes in the inlet line cross section within sampling blocks. Therefore, it can
be assumed that the tube flow during the Finthen experiment was not completely laminar,
which should reduce the tube attenuation.

The effect of high-frequency attenuation is evaluated using the cospectral correction method.
It assumes originally equal spectral distribution of ozone and sensible heat flux (Panofsky
and Dutton, 1984) and that dampening starts at frequencies exceeding 0.15 Hz (upper limit
for the determination of the normalization factor). The cospectra between w and T during
the Finthen experiment follow the theoretic shape (see Fig. 5.15 and 5.23). Thus, they
could be well used for the cospectral correction method of ozone fluxes. The attenuation
of ozone fluctuations in the tube is found to considerably change the shape of the cospectra
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Figure 5.28: Relation between the correction factor and the horizontal wind speed for the
fluxes measured by the sensor ITR1 and a tube of 10 m at a height of 2.8 m during
the second phase of the Finthen experiment. In turquoise the fitted linear regressions
(weighted and robust weighted fit) and the theoretic relation for a sensor with the spe-
cific system characteristics are shown. For the fitting 52 correction factors are taken into
account (see small plot) and the equations of the fits are given in the plot.

(see Fig. 5.15).
With the cospectral correction method, correction factors for the measured ozone fluxes
between 0 and 2.5 are determined for the different EC system setups. This factor is calcu-
lated as a function of measuring height z, mean horizontal wind speed u, Monin-Obukhov
stability z/L, tube length l and flow rate, whereof measuring height and flow rate have been
constant throughout the campaign. For sensor systems with a laminar tube flow and tubes
of 3 m length, most of the correction factors are in the range beween 1 and 1.3 for sensors
FXM2, FXM4 and ITR1, and between 0.9 and about 1.5 for sensor FXM1 with the lowest
flow rate. The attenuation effect of ozone fluxes is tested against theoretic functions, which
are found to be a good estimate for determining the correction factor. For most of the fit-
ting parameters, the fitted relation of the correction factor to the horizontal wind speed by
robust weighted fitting is not significantly different from the theoretic relation between εx
and u, which is determined using the theoretic transfer function for tube attenuation after
Lenschow and Raupach (1991) and the model cospectra after Kaimal et al. (1972). For
the sensor systems with different tube lengths, the determined correction factors allow no
clear implication for an accordance with the theoretic correction factors. Except for the
sensor FXM1, the differences between fitted and theoretic relation of the correction factors
to wind speed are not highly significant, but the correction factors are scattered between 0
and about 2.5.
A direct comparison of the observed correction factors to literature values is not possible,
as factors influencing the correction need to be taken into account, which are not neces-
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Figure 5.29: Measured response times for inlet tube lengths l between 0.11 m and 10 m and
for 3/8" (ID=6 mm) sampling tubes. The upper x-axis indicates the Reynolds number.
The colored areas are solutions of the diffusion equation (Eq. (8) in Zahn et al., 2012),
the upper border for pure laminar flow, the lower border for turbulent flow, in grey for
an inlet tube length of l=10 m and in red of l=0.11 m (taken from Zahn et al., 2012).

sarily given in the literature. A longer tubing, larger diameter of the tube as well as lower
flow rate/Reynolds number increase the correction. The measurement height needs to be
considered as well, as the influence of high-frequency attenuation decreases with increas-
ing measurement height. In addition, as already emphasized by Runkle et al. (2012), a
short-term paired-device calibration experiment may be insufficient to capture attenuation
changes outside the range of meteorological conditions experienced during the campaign
period. However, the range of the correction factors should be comparable. Correction
factors for ozone flux measurements are rare in the literature, therefore the obtained re-
sults for the correction of ozone fluxes are also compared to those obtained for other gas
flux measurements (e.g. CO2, NO2) as for these scalars comparable values to ozone are
expected. Values for water vapor are given as well, for which several studies reported an
additional dependency of the correction on relative humidity by adsorption and desorption
processes on the tube walls, which increases the correction compared to a passive tracer
(Ibrom et al., 2007; Massman and Ibrom, 2008; Runkle et al., 2012).
Massman (1991) and Massman (1993) report ozone measurements performed by Zeller
et al. (1989), where a lengthening of the response time was found for a sensor system of
sensor and intake tube compared to the sensor alone. The longer response time could be
accounted for by allowing interactions of ozone with the tube wall (Massman, 1991), like
sorption/desorption and/or destruction of ozone by the tube walls. The finding of possible
interactions with the tube walls could be the reason for a larger flux underestimation for
ozone as expected for a passive tracer by the theoretic correction factors. However, it was
mentioned that the dampening of fluctuations is not likely to cause significant errors in the
flux measurement (Massman, 1991). Tuovinen et al. (1998) report a typical total spec-
tral correction factor of 1.15 for ozone fluxes, with a relatively unimportant effect of tube
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attenuation due to turbulent tube flow. Keronen et al. (2003) estimated systematic errors
due to the imperfect frequency response of the instrumentation based on one year of ozone
measurements with a 12 m long Teflon tube with a mean diameter of 9 mm. For unstable
stratification, the estimated underestimation correction factors are 1.03-1.19, also revealing
a linear dependency to wind speed and being independent on stability for unstable strati-
fication. In stable cases, larger corrections of 1.13-1.33 occured. Those were cases, when
absolute flux values were nearly zero. Muller et al. (2010) investigated sources of un-
certainty using two fast-response dry chemiluminescence ozone sensors side-by-side over
grassland and compared the fluxes calculated with the same method for the two sensors.
Differences of up to a factor of 2 for half-hourly flux values were observed. The agreement
between the fluxes was excellent for some days, when also the cospectra showed a good
agreement, but there is an underlying uncertainty as a result of variable analyzer perfor-
mance and of non-linear sensitivity of the chemical discs.
Moravek et al. (2013) tested the flux loss due to high-frequency attenuation for O3, CO2

and H2O by applying low-pass filters with different cut-off frequencies to the 20 Hz scalar
time series. A flux loss between less than 5 and 30 % was found, with similar results for
all scalar quantities. They used the same ozone sensor (enviscope GmbH, Germany; ITR1
in this thesis) with an inlet tube of 2.5 m length, which is a little shorter than the tube used
for this study.
The attenuation of water vapor and CO2 fluctuations was investigated in several studies.
The influence of the attenuation of fluctuations was not only investigated by the cospectral
transfer function method, but also by comparison with open-path EC systems, where no
tube is applied and hence they are not prone to gas transport effects and no tube attenua-
tion takes place. Lenschow and Raupach (1991) investigated the attenuation of humidity
fluctuations in straight tubing in a laboratory investigation and thereby developed simple
formulations for the use in turbulent flux measurements with turbulent and laminar tube
flow. Their transfer functions have been used in this thesis for the determination of theo-
retic relations between correction factors and horizontal wind speed. Massman and Ibrom
(2008) examined the effect of tube attenuation with turbulent tube flow for both, passive
and sorbing tracers. They found the theoretic transfer function to be most applicable to a
straight horizontal tube, but closed-path flux systems are rarely implemented in this way. In
general, the departure from the ideal tube led to the suggestion that the present attenuation
model for sorption/desorption at the tube wall may need to be calibrated against spectra of
trace gases on site specific basis. Mammarella et al. (2009) found the age of the sampling
tube to be another relevant factor for the spectral correction, at least for water vapor fluxes.
For used tubes the relative humidity affects the response time. For a 7 m tube, the correc-
tion of water vapor fluxes was 7 % on average over a Scots pine forest with an unused tube
and 10-15 % in summer with a 4 year old tube. They concluded that the effective transfer
function should be estimated experimentally at least once per year and that high correction
can be avoided by periodic maintenance of the tube. Aubinet et al. (2001) found slopes in
the equation for the correction factors due to sensor separation and fluctuation attenuation
in the tube to be 0.044 s m−1 for CO2 and 0.063 s m−1 for H2O, the factor varies between
1.04 and 1.25 for CO2 and between 1.06 and 1.35 for water vapor flux, depending on the
wind velocity. Those values are in good agreement with the correction factors determined
for the Finthen experiment. For the passive tracer CO2 numerous studies report lower cor-
rection factors than for ozone fluxes. Over a Beech forest in Denmark, the correction for
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water vapor accounted on average to 42 % of the measured flux due to interactions between
H2O and the tube wall, while it was only 4 % for the CO2 flux (Ibrom et al., 2007). Leuning
and King (1992) compared open- and closed-path CO2 flux measurements with a laminar
tube flow. The fluxes obtained with the closed-path analyzer were on average 16 % lower
than those obtained with the adjacent open-path analyzer. Goulden et al. (1997) obtained
comparable values over a black spruce forest. The values ranged between 1.02 and 1.5 de-
pending on wind speed and atmospheric stratification. The correction was linearly related
to wind speed under unstable and near neutral conditions with εx = 1.02 + 0.017 s m−1 ·u.
Basically the same approach and a closed-path EC system was used by Hollinger et al.
(1999) to measure fluxes above a red spruce dominated forest. The dependency of the cor-
rection factor to wind speed was found to be smaller with εx = 1.03 + 0.007 s m−1 · u,
with an average daytime correction of 6 % and 11 % at nighttime. Ammann et al. (2006)
corrected water vapor fluxes using empirical ogive analysis. For their correction an upper
limiting frequency of 0.065 Hz corresponding to a period of 15 s was chosen and the damp-
ening of the water vapor flux measurement is assumed to start at frequencies exceeding this
limit. For the correction, which is presented in this thesis, an average upper limit of 0.15 Hz
is chosen for the measurement at the airfield Mainz-Finthen and of 0.07 Hz for the EGER
spectra. As the spectra and transfer functions depend on measurement height and wind
speed, it is necessary and useful to adapt the frequency range for scaling (Ammann et al.,
2006). In the analysis of Ammann et al. (2006), the frequencies below the upper limiting
frequency contribute by about 40 % to the undisturbed heat flux and around 60 % to the
damped water vapor flux. Adopting their analysis to the averaged cospectra of the Finthen
experiment results in the undisturbed heat flux reaching 71.45 % of its total value up to the
frequency limit. This value is larger due to the higher upper limiting frequency. For the
single ozone sensors the average uncorrected value is 80.90 % (FXM1), 81.49 % (FXM2),
81.12 % (FXM4) and 82.57 % (ITR1), still including the effect of sensor separation on the
high-frequency attenuation of the cospectra. Like in the correction of water vapor fluxes
determined by Ammann et al. (2006), the fractions of the flux in the lower frequency range
up to the limiting frequency are overestimated. While on average the higher frequencies
should have an influence of about 30 % to the total flux, they only contribute to the calcu-
lated ozone flux by about 20 %.
Eugster and Senn (1995) observed a daily average of the correction factor for NO2 of 1.2
(range 1.12-1.31) for August and September, and 1.14 (range 1.05-1.22) in May. For the
measurements a 5 m long 0.6 cm Teflon tube with a flow rate of 2.2 l min−1 was used
to not influence the wind measurement significantly. The disadvantage of the small air
flow is a laminar tube flow (Re ~600), which mainly causes the high-frequency loss in the
measuring path.

The comparison of the results of the sensor comparison to those of previous studies empha-
sizes the importance of correcting closed-path ozone fluxes for attenuation at high frequen-
cies caused by dampening of fluctuations in the tubing as otherwise the ozone fluxes might
still include a considerable uncertainty. The cospectral correction method was demon-
strated to improve closed-path ozone flux estimates and the exact functions and parameters
of the relationships found here are highly dependent on the characteristics of the flux mea-
surement system (tube length, flow rate, etc.). The results described above show that the
correction factors under unstable stratification presented in this thesis are reasonable com-
pared to values obtained for other flux measurements with closed-path EC systems, and
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that they are in good agreement to theoretic correction factors.





6 Ozone exchange during the EGER
campaign

6.1 Meteorological conditions during EGER-IOP3
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Figure 6.1: Meteorological conditions during the campaign EGER-IOP3 in summer 2011.
Displayed from top to bottom are the time series of 10 minute averages of temperature,
relative humidity, wind speed and wind direction measured on the main tower M1 at a
height of 32 m.

The weather during the EGER campaign in summer 2011 was characterized by warm and
sunny days as well as overcast days and rain. Figure 6.1 shows the time series of tem-
perature, relative humidity, wind speed and direction for the entire time period from June
15 until July 25, 2011. The maximum temperatures during daytime ranged between 8 and

81
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Table 6.1: Synoptical conditions on the "golden days" (from Serafimovich et al., 2011).

N Period Conditions Wind speed
Wind

directions

1
June 26 - 29,

2011

good (cloudless) conditions
mainly on 27, 28 and 29 up to

2 p.m.

moderate
winds

26/27 from
west, 28/29
from east

2
July 04 - 08,

2011

best conditions on 06 and 07,
other days partly cloudy, on 08
in the morning short power off

low winds

04/07/08
from west,
05/06 from

east

3
July 14 - 17,

2011
best conditions on 15 and 16,
on 14 and 17 partly cloudy

moderate
winds

south-west

27 °C. The relative humidity during the campaign was higher than 40 % except for some
days. The time series of the relative humidity and the temperature act anticorrelated, as
relative humidity decreases with increasing temperature. The driest and warmest days with
best radiation conditions were those from June 27 until the afternoon of June 29 followed
by a thunderstorm and a high relative humidity over the next days. The mean wind speed
reached values up to 6 m s−1. The wind was coming mainly from westerly directions. It
turned to easterly directions over a longer period during the dry and warm days mentioned
before. Over the period from July 5 to 14, the wind directions as well as the wind speeds
were strongly fluctuating. This time period was characterized by a mixed high and low
pressure influence.
From the entire campaign period, three periods have been selected as "golden days" based
on radiation, wind, precipitation measurements and instrumental performance. Some syn-
optical observations of the "golden days" are summarized in Table 6.1 (from Serafimovich
et al., 2011). The first period is after the passage of a warm front with still some rain on
June 26. The site was under high pressure influence until the passage of a cold front on
June 29 accompanied by a thunderstorm and rain. The second period is characterized by
little rain on all days with an occlusion approaching from north-east, which passed the site
on July 05, and a cold front in the night of July 06/07. The third period still showed some
rain on July 14 after the passage of a cold front and more rain on July 17 due to the passage
of another cold front.

6.2 Comparison of TK3 and MPIC software packages

Two eddy-covariance software packages have been applied for the calculation of ozone
fluxes during the EGER campaign. The MPIC software package was used as it was already
applied for the calculation of ozone fluxes during previous EGER campaigns. Whereas,
for all other fluxes (sensible and latent heat, as well as CO2) measured and calculated
by participants from the University of Bayreuth in EGER-IOP3, the EC software package
TK3 has been applied. The main difference between both software packages, favoring TK3
over MPIC software, is the spike detection, which is not applied by the MPIC software and
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Figure 6.2: Scatterplot of measured O3 fluxes, processed by TK3, against O3 fluxes, pro-
cessed by the MPIC software package. For (a) all fluxes measured at mast M1 and
M4 over the entire measurement period are used and for (b) the three obvious outliers
marked in (a) are neglected.

the additional QA/QC module of TK3. However, TK3 has no functioning O3 channel,
therefore the N2O channel is applied and the fluxes are corrected for differences in the
molar masses. In order to determine if the ozone fluxes of TK3’s N2O channel agree with
those of the MPIC software and if TK3 is suitable to be used for all further calculations,
the O3 fluxes processed by both software packages are compared. For the comparison of
the software packages, all ozone fluxes calculated for the masts M1 and M4 during EGER-
IOP3 and with quality flags given by TK3 between 1 and 6 are used. Figure 6.2 shows
a scatterplot between the O3 fluxes processed by both software packages. The regression
between the fluxes shows a good agreement between the software packages. Neglecting
three obvious outliers gives a deviation of less than 5 %, which is within the range of
differences found in software intercomparisons (Mauder et al., 2008).
The good agreement indicates that both packages give reliable flux estimates and for the
further analysis only the EC software package TK3 will be used.

6.3 Effect of corrections

In order to estimate the impact of the correction procedure on the resulting flux, fluxes
are calculated with and without the application of corrections. A number of corrections
have been applied to the raw fluxes, which are described in section 3.3.2. By comparing
the results of the current and an older version of the software package TK3, the influence
of corrections on the resulting flux is determined. In the older version no application of
corrections was included in the N2O channel applied for the ozone flux calculation. Figure
6.3 shows a scatterplot between corrected and uncorrected ozone fluxes from the masts M1
and M4. The regression shows that the absolute values of the corrected EGER fluxes are
on average about 6.6 % larger than those of the uncorrected fluxes with a small offset.
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Figure 6.3: Scatterplot of measured ozone fluxes with and without the application of cor-
rections. For the linear relation given in the plot, the fluxes from the masts M1 and M4
during EGER-IOP3 with quality flags between 1 and 6 are considered.

The sites and the setup of the measurements at M1 and M4 are different. Thus, the actual
lag and spectral correction as well as coordinate rotation are different for both sites and for
changing meteorological conditions. Especially the spectral correction under stable condi-
tions shows large differences for fluxes from M1 and M4. Figure 6.4 gives the magnitude of
the spectral correction plotted against the stability (displayed by the dimensionless length
parameter z/L). While under unstable conditions (z/L < 0) the effect of the spectral cor-
rection is nearly constant with values lower than 5 % on both masts, for stable conditions,
the influence of the spectral correction increases and is considerably larger for M4 than
for M1. The corrections are different for the two masts due to the different measurement
heights, which result in different turbulence spectra. The lower measurement height of M4
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Figure 6.4: Spectral correction of the ozone flux depending on stability. The magnitude of
the correction in relation to the uncorrected flux is calculated for masts M1 and M4 of
EGER-IOP3.
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results in a spectrum that is shifted to higher frequencies. Thus, the spectral corrections,
which affect the high-frequency part of the spectrum, result in larger corrections.
The comparison shows that there is a large variation in the size of the flux correction, but
the average effect of the correction on the flux is comparably small.

6.4 Measured ozone exchange during EGER-IOP3

Figure 6.5: Close-up view of the site where the EGER-IOP3 measurements have been
performed. The total site is shown in Figure 2.1(a). The red points mark the positions
of the main tower M1 and the turbulence mast M4.
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Figure 6.6: Time series of the ozone mixing ratios measured during EGER-IOP3 at M1
and M4. The time series show 30 minute averages measured at a height of 32 m at M1
and 5.5 m at M4.

In EGER-IOP3, the ozone exchange between the atmosphere and the biosphere has been
investigated during 41 days on the masts M1 and M4. Figure 6.5 displays a close-up
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view on the positions of the two masts. Figure 6.6 shows the ozone mixing ratios for
the entire campaign period. Until June 20 the mixing ratios show no pronounced diurnal
cycles. Afterwards, there is a clear difference between day- and nighttime mixing ratios.
The daytime mixing ratios are about 15 to 20 ppbv higher than during the night. Highest
daytime mixing ratios are present on June 28 to 29 and on July 06 with values up to 80
ppbv. Lowest daytime mixing ratios occur on June 18 and 19 and on July 03 and 04 with
values around 30 ppbv. The mixing ratios measured above the forest and on the clear-cut
agree well during daytime except for the last days of the measurement campaign. The
nighttime mixing ratios are similar at both sites or the mixing ratios at M4 are lower than
above the forest and thus show a more pronounced diurnal cycle. The trend of the mixing
ratios agrees with the trend of the meteorological conditions during the campaign (see Fig.
6.1). The mixing ratios are highest under high radiation conditions, indicated by high
temperature and low RH, due to the increased production of ozone under these conditions.
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Figure 6.7: Theoretic correction factors for the attenuation of fluctuations inside the tube
during EGER-IOP3. The correction factors are determined using the measured values
of z/L, u, z and l. The sensor at M1 was equipped with an inlet tubing of 6.96 m and
the sensor at M4 with an inlet tubing of 9.47 m length.

In order to be able to compare the fluxes at M1 and M4 measured by different EC systems,
the measured fluxes need to be corrected for the influence of dampening of fluctuations in
the tubes. The tube correction is not included in the post-processing routine of the software
package. However, it was shown in chapter 5 that the correction is necessary due to the
laminar tube flow in the long tubes and that the theoretic transfer function for laminar
tube flow is suitable to be used for the correction of ozone fluxes. Using the measured
meteorological data of wind speed and stability as well as the actual measurement height
and tube length, correction factors (εx) are obtained from the theoretic transfer functions for
laminar tube flow and the spectra after Kaimal et al. (1972), which have been modified to
consider the spectral corrections already performed by the EC software package. Figure 6.7
shows the correction factors of the entire campaign period for the ozone fluxes measured
at M1 and M4. For the M1 fluxes, the correction factor takes values between 1 and 1.1
except for some spikes. The correction factors for the M4 fluxes reach values up to 1.5, but
most of the time they vary around 1.2, indicating that the flux is underestimated by about
20 %. Between July 02 and 05 there is a period of increased εx values at both sites due to
an increased wind speed (see Fig. 6.1). The correction factors are higher during the night
than during the day, and the correction factors for the ozone fluxes at M4 are higher than
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for those at M1. Both is due to a shift of the cospectra to higher frequencies under stable
conditions and for lower measurement heights.
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Figure 6.8: Time series of the tube attenuation corrected ozone fluxes measured during
EGER-IOP3 at M1 and M4. The time series show 30 minute fluxes measured at a
height of 32 m at M1 and 5.5 m at M4. The black boxes mark the three "golden day"
periods.

The correction factors are used for the correction of EGER fluxes for the dampening of
fluctuations inside the inlet tubings. The corrected flux FO3 is determined from the flux
calculated by TK3 by

FO3(t) = εx(t) · FO3,TK3(t) . (6.1)

Figure 6.8 shows the time series of the corrected ozone fluxes measured at M1 and M4.
There are gaps in the time series due to the quality control module of TK3, the neglection
of 30 minute fluxes in which the chemical disc of the ozone sensor has been exchanged and
the manual expection of the raw data for periods where the chemical discs have given erro-
neous data. From all measured 30 minute fluxes 7.32 % of the values at M1 are neglected
due to quality control and exchange of discs, at M4 9.25 % are neglected. The manual
inspection leads to the neglection of another 1.32 % at M4 and at M1 even 13.67 % of the
values are discarded due to the inspection of the raw time series. The general trend of the
ozone fluxes at both sites agrees well. The downward directed fluxes measured above the
forest are lower than those measured on the clearing. The fluxes are closest to zero during
the night with similar values at M1 and M4. The nighttime fluxes show a good agreement
during some nights with low relative humidity. The daytime fluxes reach values down to
about -20 nmol m−2 s−1 at M1 and only about -12 nmol m−2 s−1 at M4 with some spikes
in between. During the day, the deposition increases because of an increased stomatal ac-
tivity. The decrease of the flux is higher above the forest than on the clearing. The three
"golden day" periods are marked in Figure 6.8 by the black boxes. During the first period,
the ozone fluxes are not as low as on the surrounding days due to the high temperatures and
low relative humidities which result in a minor aperture of the stomata to avoid the loosing
of water by the plant. The ozone fluxes during the second period show a large decrease on
July 06, which corresponds to an increase in the ozone mixing ratio (see Fig. 6.6). Best
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data quality and availability is present during the third period and hence, this period will
be described in more detail in the following section.

6.4.1 The third "golden day" period

The ozone flux time series in Figure 6.8 have shown a decrease of the ozone flux during the
day due to an increased stomatal activity. In addition to the ozone fluxes, also the turbulent
fluxes of CO2 and latent heat depend on the stomatal aperture. Therefore, their fluxes are
compared to the ozone fluxes measured on the masts M1 and M4 during the third "golden
day" period of four days from July 14 to 17. In Figure 6.9 the fluxes of ozone, carbon
dioxide and latent heat are shown. Figure 6.9(a) gives the four day time series of the ozone
fluxes. The ozone fluxes on the clearing show similar minimum daytime values for all four
days of about -10 nmol m−2 s−1. The nighttime fluxes are about -5 nmol m−2 s−1, except
for the night of July 15/16 with only a small deposition close to zero. However, this night
shows the best agreement to the flux above the forest. The other nights also show similar
values for the forest and the clearing, but during the day the deposition to the forest is
higher than to the clear-cut. On July 14, the deposition to the forest is highest with fluxes
of -20 nmol m−2 s−1. During the further course of the "golden day" period, the minimum
daytime downward directed fluxes to the forest increase to about -14 nmol m−2 s−1 on July
17, where there is no data available in the evening due to rain. The difference between the
fluxes to the forest and the clearing is largest on July 14, where the flux to the forest already
showed decreased nighttime values. On the remaining days, the difference is highest on
July 16.
In Figure 6.9(b) the fluxes of CO2 are displayed. For CO2, the fluxes measured above the
forest are lower than those measured on the clearing, which means less respiration during
the night and a higher deposition during the day. On the first three days, the deposition
to the forest shows similar cycles and a less pronounced cycle on the last day. The flux
decreases down to about -0.02 mmol m−2 s−1 on the first days. A flux of the same size is
reached on the last day for one 30 minute flux, but the fluxes during the remains of the day
reach values around -0.012 mmol m−2 s−1. On the clear-cut the daytime fluxes take values
of about -0.012 mmol m−2 s−1 around noon during the first two days and of about -0.009
mmol m−2 s−1 on the third day. On the last day, there is only a slight difference between
the fluxes measured at M1 and M4. The difference between the fluxes to the forest and to
the clearing is highest on July 16 as well.
Figure 6.9(c) shows the latent heat fluxes. The time series shows higher values for the
fluxes measured on the clearing than for the fluxes measured above the forest as well.
However, in contrast to the ozone and CO2 fluxes, the daytime latent heat fluxes are directed
upwards. During the day, the latent heat flux increases to maximum values between 200
and 250 W m−2 on the first three days at M1 and above 250 W m−2 at M4. On the last
day of the third "golden day" period the latent heat flux on the clearing reaches values as
high as during the other days, but above the forest the flux only increases to about 150
W m−2 around noon and is more scattered as on the other days due to cloudy conditions.
The nighttime latent heat fluxes of forest and clearing agree well except for the first and
last night, where the fluxes at M4 are more scattered. The fluxes take values close to zero
at night.
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Figure 6.9: Time series of fluxes of (a) ozone, (b) CO2 and (c) latent heat measured during
the third "golden day" period of EGER-IOP3 at M1 and M4. The time series show 30
minute fluxes measured at a height of 32 m at M1 and 5.5 m at M4.
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The fluxes depend on the same factors like radiation or humidity, which affect plant activity.
Over the third "golden day" period, the fluxes of O3, CO2 and latent heat show a quite
good agreement in the general shape of their time series. From the first to the third day,
the respective fluxes have a comparable size, except for the ozone flux at M1 on the first
day compared to the second and third day. On the last day, all fluxes show smaller absolute
values and are more scattered. During the day, the ozone as well as the CO2 flux show
that there is a higher deposition to the forest than to the clear-cut vegetation. However, in
contrast to the difference in the ozone fluxes between the forest and the clearing, there is a
less obvious difference for carbon dioxide with even higher upward directed fluxes from the
clearing due to respiration during the night. For the latent heat flux, the relation between
the fluxes from M1 and M4 looks different. Over the entire course of the third "golden
day" period, the fluxes from the clearing are higher than from the forest. Particularly on
the clearing it is noticable, that the latent heat flux not only represents the transpiration from
plants, but also the evaporation of water. As the surface of the clearing is wet with also
some space with open water, a large portion of the latent heat flux at this site is probably
caused by evaporation.

6.4.2 Diurnal variation in fluxes, deposition and mixing ratios

In order to allow a better analysis of the connection between ozone fluxes, deposition
velocities and mixing ratios as well as the comparison of the fluxes of O3, CO2 and latent
heat of the forest and the clearing, mean diel cycles are determined from the 41 days of the
measurement in EGER-IOP3. The mean cycles are displayed as boxplots, which contain
hourly medians. Figure 6.10 presents mean diel cycles of the ozone flux, the deposition
velocity and the mixing ratio, determined from the ozone measurements performed above
the forest. The ozone flux in plot (a) shows the expected diel cycle with highest fluxes
during the night and lowest fluxes during the day. The median ozone flux takes a nearly
constant value of -6 to -7 nmol m−2 s−1 from 20 CET until 6 CET with a small decrease
at 22 CET. In the morning hours between 6 and 8 CET, there is a sharp increase in the
deposition to a flux of about -11 nmol m−2 s−1. The highest deposition is present at 12 CET
with about -13 nmol m−2 s−1. Afterwards the deposition decreases, but increases again to
a second maximum at 16 CET of about the same magnitude as that at 12 CET. However,
with a larger interquartile ranges in the afternoon than around noon. During the further
course, the downward directed flux shows a slow increase to its nighttime values. The
deposition velocity in Figure 6.10(b) also shows nearly constant values of about 0.6 cm s−1

during the night with a small increase at 22 CET. In the morning it shows the same sharp
increase between 6 and 8 CET as the ozone flux and takes its maximum value of 0.8 cm s−1

from 8 to 9 CET. The deposition velocity decreases until 15 CET, exhibits another smaller
maximum of about 0.7 cm s−1 at 17 CET and then decreases to its nighttime values. Largest
amplitudes of the interquartile range appear in the night, when the deposition velocity has
the lowest values. During the day, when the deposition velocity is larger, the interquartile
range is smaller. In plot (c) the ozone mixing ratios are presented, which show a sinusoidal
diel cycle. Minimum median mixing ratios are present between 6 and 7 CET with values of
about 34 ppbv. The mixing ratio increases in the course of the day and takes its maximum
values of about 48 ppbv in the afternoon between 15 and 16 CET. In the evening and during
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Figure 6.10: Mean diel cycles of (a) ozone flux, (b) deposition velocity and (c) ozone
mixing ratio, measured at M1 at a height of 32 m and averaged over 41 days (15.06.-
25.07.2011). Shown is the median with 25 % and 75 % quartiles, the whiskers display
the quartiles +/- 1.5 times the interquartile range. Outliers are marked as dots.
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the night the mixing ratio decreases down to its minimum values in the morning. The
interquartile range is largest during the night and has slightly smaller amplitudes during
the day.
The diurnal variation of the flux can be explained by the cycles of deposition velocity and
mixing ratio, as it is calculated as the product of deposition velocity and concentration. The
sharp flux decrease in the morning is correlated to the increases in deposition velocity as
well as mixing ratio. The increase in deposition velocity is due to the sunrise. The increase
in radiation makes the stomata open up such that the stomatal deposition starts to add to
the total deposition. The mixing ratio increases due to the photochemical production of
ozone driven by radiation. The decrease of radiation also leads to the decrease in mixing
ratio in the late afternoon and evening. The maximum in the mixing ratio correlates with
the second minimum found in the ozone flux cycle at 16 CET.
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Figure 6.11: Mean diel cycles of (a) CO2 flux and (b) latent heat flux, measured at M1
at a height of 32 m and averaged over 41 days (15.06.-25.07.2011). Shown is the me-
dian with 25 % and 75 % quartiles, the whiskers display the quartiles +/- 1.5 times the
interquartile range. Outliers are marked as dots.
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In Figure 6.11 the mean diel cycles of the carbon dioxide and latent heat flux measured at
M1 are displayed. The CO2 flux in plot (a) shows a clear diurnal variation of the median
flux with nearly constant upward directed fluxes of about 0.004 mmol m−2 s−1 during the
night from 20 CET to 4 CET due to the respiration of the forest canopy. After sunrise the
flux shows the same sharp decrease as the ozone flux, and between 6 and 7 CET it becomes
negative until between 18 and 19 CET. The minimum median downward directed flux of
-0.012 mmol m−2 s−1 appears between 11 and 12 CET. The latent heat flux in Figure
6.11(b) shows values close to zero during the night from 22 CET until 5 CET. The flux
increases to its maximum median value at 12 CET of about 140 W m−2 and afterwards
decreases to its nighttime values. For both fluxes the smallest interquartile range is present
during the night and increases towards noon, where the fluxes reach their maximum abso-
lute values. The diel cycles show a good agreement with the mean diel ozone flux cycle in
Figure 6.10(a) with a maximum of the absolute flux at the same time. However, in contrast
to the ozone flux, the CO2 as well as the latent heat flux show no second peak at 16 CET as
this was due to the maximum in the ozone mixing ratio and not to a maximum in the plant
activity.

Figure 6.12 shows the averaged fluxes, deposition velocities and mixing ratios of the ozone
measurements performed on the clear-cut. Plot (a) shows that the highest median flux
of about -4 nmol m−2 s−1 is evident during the night between 20 CET and 6 CET. The
flux decreases until 10 CET and stays nearly constant until 13 CET at a value of -7.5
nmol m−2 s−1. In the afternoon and evening the flux increases until 20 CET. The size of
the interquartile range shows no dependence on the size of the flux and is about constant
throughout the day. The deposition velocity in Figure 6.12(b) presents a similar diel cycle
as the ozone flux but with inverse sign. The nighttime deposition velocity is about 0.3
cm s−1. During the day, the deposition velocity increases and reaches its maximum value
of about 0.5 cm s−1 between 8 and 10 CET. The decrease of the deposition velocity until
20 CET is slower than the increase in the morning. In Figure 6.12(c) the ozone mixing
ratio measured at M4 is shown. The cycle of the mixing ratio on the clearing shows some
differences to the cycle measured above the forest. The smallest mixing ratio of about 30
ppbv is present between 5 and 6 CET. The increase of the mixing ratio is slow and the
highest mixing ratio is present between 14 and 16 CET with about 45 ppbv. However, the
daytime values are more constant than above the forest (see Fig. 6.10(c)) and the mixing
ratio does not change much between 13 and 18 CET.
The decrease in the diurnal variation of the ozone flux is due to the increase in deposition
velocity and the simultaneous increase in mixing ratio. Although the deposition velocity
starts to decrease after 10 CET, the further increase in the mixing ratio results in a later
maximum of the absolute flux than of the deposition velocity. The nearly constant ozone
mixing ratio in the afternoon and the decreasing deposition velocity lead to an increase in
the flux without a second minimum.

Figure 6.13 shows the averaged diel cycles of the fluxes of CO2 and latent heat. The
diurnal variation of the carbon dioxide flux in Figure 6.13(a) agrees well with that of the
ozone flux. The cycle of CO2 flux shows the same sharp decrease as that of the ozone flux,
but the decrease starts already after 4 CET. The minimum is reached at 12 CET, where the
median CO2 flux has a value of -0.009 mmol m−2 s−1. In the further course of the day,
the flux increases and stays nearly constant at about 0.004 mmol m−2 s−1 during the night.
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Figure 6.12: Mean diel cycles of (a) ozone flux, (b) deposition velocity and (c) ozone
mixing ratio, measured at M4 at a height of 5.5 m and averaged over 41 days (15.06.-
25.07.2011). Shown is the median with 25 % and 75 % quartiles, the whiskers display
the quartiles +/- 1.5 times the interquartile range. Outliers are marked as dots.
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Figure 6.13: Mean diel cycles of (a) CO2 flux and (b) latent heat flux, measured at M4
at a height of 5.5 m and averaged over 41 days (15.06.-25.07.2011). Shown is the
median with 25 % and 75 % quartiles, the whiskers display the quartiles +/- 1.5 times
the interquartile range. Outliers are marked as dots.

The interquartile range is small and shows no relation to the size of the flux. The small
interquartile range of the CO2 flux indicates only a small fluctuation of the flux among the
days of the campaign. In Figure 6.13(b) the median latent heat flux cycle is presented.
The flux starts to increase after 5 CET and reaches its maximum median value of about
200 W m−2 at 13 CET. Until 21 CET the flux decreases and stays close to zero during the
night. The size of the interquartile range has a large diurnal variation, with the largest range
around noon, when also the flux is highest. The latent heat flux shows a larger variation
throughout the campaign than the CO2 flux, resulting in a maximum interquartile range of
about 140 W m−2. The variation in the latent heat flux is due to the changing humidity
conditions.

Comparing the results of the ozone measurements above the forest (M1) and on the clear-
ing (M4), it is apparent that the flux to the forest is about twice the flux to the clear-cut
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vegetation. The median ozone mixing ratios above the forest are only slightly higher than
on the clearing due to the differences on some days (see Fig. 6.6). As the ozone mixing
ratios are comparable, the difference in the ozone fluxes between M1 and M4 is mainly
due to the difference in the deposition velocity. At both sites there is a sharp rise at dawn
and the deposition velocity reaches its maximum already in the morning. This indicates
the importance of stomatal processes for the deposition of ozone. The decrease to night-
time values still higher than zero indicates the significant influence of other non-stomatal
processes on the removal of ozone. The nighttime ozone flux takes values of about -6 to
-7 nmol m−2 s−1 above the forest and about -4 nmol m−2 s−1 on the clearing. Thus, the
processes causing the deposition during the night are barely doubled between the clear-cut
vegetation and the forest. The decrease of the flux to the daytime minimum above the forest
(difference of 6-7 nmol m−2 s−1) is also a little less than doubled compared to the decrease
on the clearing (difference of 3.5 nmol m−2 s−1). The median deposition velocities show a
nighttime factor of two between the forest and clear-cut vegetation and at 8 CET, where the
deposition velocity is at its maximum, there is a nearly equal difference of about 0.2 cm s−1

to the respective nighttime values. The ratio between the fluxes to the forest and clear-cut
vegetation is in good agreement with the ratio of the biomass expressed by the leaf area
index, which is 6 m2 m−2 for the forest and 3.34 m2 m−2 for the clearing. The fluxes as
well as the deposition velocities show that the influence of the non-stomatal processes is
larger than that of the stomatal deposition. At noon, when the flux reaches its minimum,
the flux composes in nearly equal shares of stomatal and non-stomatal fluxes.

6.4.3 Discussion

In the following discussion, the results of the ozone measurements during EGER-IOP3
will be compared to findings of previous studies dealing with the atmosphere-biosphere
exchange of ozone.
During the measurements in EGER-IOP3, the mixing ratios of O3 were generally high (up
to 80 ppbv), indicating that the air was polluted. The nearly identical mixing ratios above
the forest and at the middle of the clearing also indicate no advection between the forest
and the clearing for most of the intensive observation period.

The ozone fluxes of EGER-IOP3 show a clear diurnal variation at M1 (Fig. 6.10(a)) and
M4 (Fig. 6.12(a)) with minima around noon. The median minimum ozone flux is -13
nmol m−2 s−1 above the forest and -7.5 nmol m−2 s−1 above the clearing. Also the depo-
sition velocities of O3 show a clear diurnal pattern, indicating that stomatal uptake might
be an important process contributing to the deposition. The median observed deposition
velocities vary between 0.6 and 0.8 cm s−1 above the forest and between 0.3 and 0.5 cm s−1

above the clearing with maxima in the morning. The high nighttime deposition suggests a
significant non-stomatal portion to the total ozone flux. The closure of the stomata during
the night is indicated by water vapor fluxes close to zero (Fig. 6.11(b)). Pilegaard et al.
(1995) and Mikkelsen et al. (2000) observed a high nighttime deposition as well and re-
lated it to reactions with plant surfaces, particles and gases like NO emitted from the soil.
For grassland and low vegetation, Cieslik (2004) report fluxes down to about -8 to -9
nmol m−2 s−1. The values are only slightly lower than observed in this study for the clear-
ing with heterogeneous low vegetation. For moorland species Fowler et al. (2001) report
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deposition velocities between 0.2 and 0.7 cm s−1, which show the same shape as the ob-
served daily cycle with a sharper rise than decrease, but a maximum around noon instead of
the morning hours. The observed values are in the upper range of literature values reported
for grasslands of -4 to -8 nmol m−2 s−1 and 0.2-0.6 cm s−1 (Massman et al., 1995; Meyers
et al., 1998; Horvath et al., 1998; Cieslik, 1998; Fowler et al., 2001; Sorimachi et al., 2003;
Cieslik, 2004). Considering that the clear-cut vegetation not only consisted of grasses, the
relatively high O3 deposition rates are plausible due to a large plant area with a large stom-
atal conductance of the vegetation, although it has been demonstrated that stomatal ozone
deposition represents only a part of the total flux (Fowler et al., 2001).
Norway spruce canopies have been the target area of several ozone flux measurements,
using either the eddy-covariance or the gradient method. The studies report the same sharp
rise in flux and deposition velocity in the morning as during EGER-IOP3. Averaged fluxes
varied between -4 and -17 nmol m−2 s−1 in the daily course, with deposition velocities be-
tween 0.2 and 0.8-0.9 cm s−1 (Pilegaard et al., 1995, 1998; Mikkelsen et al., 2000, 2004).
Mikkelsen et al. (2004) observed highest canopy ozone uptake during the day and during
the summer, which is interpreted as increased stomatal uptake and physical and chemical
reactions. The ozone fluxes at the EGER-IOP3 forest site have been investigated in previ-
ous campaign. Klemm and Mangold (2001) measured ozone fluxes in July and September
between 0 and -10 nmol m−2 s−1 as well as -6 and -27 nmol m−2 s−1, respectively. For
the two previous EGER campaigns, Foken et al. (2012) report ozone fluxes classified by
coupling regimes. For EGER-IOP1 the median fluxes of the regimes vary between -4 and
-9 nmol m−2 s−1 and in IOP2 between -2 and -6 nmol m−2 s−1. For IOP1, Zhu (2008) gives
daily ozone flux cycles in the range between -5.8 and -9.6 nmol m−2 s−1 and deposition
velocities with nighttime values of 0.52 cm s−1 and daytime values of 0.75 cm s−1. The
depositions are lower than during IOP3 as in June and July 2011 the stomatal activity was
higher than during IOP1, performed later in the course of the year. Moreover, the reported
deposition for other coniferous forest stands (e.g. ponderosa pine, Engelmann spruce-
subalpine fir, Scots pine), is in the same range as observed in this study. Summer daytime
mean fluxes of -10 to -13 nmol m−2 s−1 were reported, with deposition velocities between
less than 0.05 and 0.7 cm s−1 (Kurpius and Goldstein, 2003; Zeller and Hehn, 1996; Zeller
and Nikolov, 2000; Aurela et al., 1996; Keronen et al., 2003).

The observed ozone deposition to the vegetation on the disturbed part of the ecosystem
agrees well with the deposition to the same vegetation type under undisturbed conditions.
The difference to the deposition to the undisturbed ecosystem thus depends on the species
that can be found on the clearing after the disturbance. Post-clear-cut dynamics of carbon,
water and energy exchanges in a deciduous forest environment have been investigated by
Williams et al. (2014). They found the clearcutting and other forest disturbances to perturb
the carbon, water and energy balance in significant ways, with corresponding influence
on Earth’s climate system through biogeochemical and biogeophysical effects. Their find-
ings underscore the highly dynamic nature of vegetation composition during the regrowth
following a severe forest disturbance.
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6.5 Modeled atmosphere-biosphere exchange of
ozone

6.5.1 Ozone fluxes modeled by MLC-CHEM

In addition to the measurement of ozone fluxes, the model MLC-CHEM is applied to model
canopy top fluxes at M1 and M4 during EGER-IOP3 in June and July 2011. For the
modeling of ozone fluxes over the spruce forest canopy and the heterogeneously vegetated
clearing, the model is driven by observations, which have been collected during EGER-
IOP3 (see section 2.1). The modeled ozone fluxes of 41 days starting on June 15 are
analyzed. Figure 6.14 shows time series of the modeled fluxes for M1 above the forest
and M4 above the clearing. Nighttime fluxes are between 0 and -4 nmol m−2 s−1 and are
similar for both masts for most nights. During daytime, there is a larger difference between
the fluxes for M1 and M4. The model gives a higher deposition to the forest over the entire
time period used for the modeling study. Above the forest, the daily minimum flux is in
the range between -12 and -32 nmol m−2 s−1. Above the clearing, this range is between
-5 and -15 nmol m−2 s−1. The distribution of the fluxes is similar at both masts, such that
the deposition is largest for M1 when it is also largest for M4 (e.g. July 06). The daytime
fluxes also take their smallest absolute values on the same day (July 03). Figure 6.15 shows
the ratio between the fluxes modeled for M4 to the fluxes modeled for M1. For the days
with the highest and lowest daytime fluxes, the ratio between the M1 and M4 flux is about
the same. Around noon the ratio is close to 0.5 for all days, which indicates a downward
directed flux to the clearing which is about half of that to the forest. This ratio is in good
agreement with the ratio of LAI of 0.56, which would be expected, if the ozone would
only deposit to leaf surfaces (expressed by stomatal, mesophyll and cuticular resistance).
The deviation from the ratio of 0.56 is due to the contributions to the deposition by other
pathways like the deposition to the soil. Approaching nighttime, the ratio increases to
values close to or even higher than 1, which means a higher deposition to the clear-cut
vegetation than to the forest. Due to the small absolute nighttime fluxes, already small
differences between the M1 and M4 fluxes can cause a large change in the ratio. Obvious
differences between the modeled nighttime fluxes for M1 and M4 are found in the nights
of July 05/06 and July 17/18, when the deposition to the forest is higher than to the clear-
cut vegetation. The difference in the night 05/06 is due to the low mixing ratio on the
clearing of less than 10 ppbv, which is about 10-15 ppbv lower than above the forest (see
Fig. 6.6). In the night between July 17 and 18 the mixing ratios reveal no difference. Thus,
the difference in the flux cannot always be explained by the difference in the mixing ratios
between the two masts. Furthermore, a difference in the mixing ratio between M1 and
M4 does not always result in a difference of the modeled fluxes. The modeled nighttime
flux is mainly controlled by differences in the mixing ratio between the canopy layers used
for the turbulent flux and not by the absolute mixing ratio. The latter one is used for the
modeling of deposition by the canopy model. In the night, the canopy deposition pathways
are reduced to the deposition to the cuticle and the soil and the deposition is thus smaller
than during the day.

In order to consider changing humidity conditions in the modeling of ozone fluxes, two
changes needed to be applied to the model code in advance of the modeling study. The
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Figure 6.14: Time series of the ozone fluxes modeled for M1 and M4 during EGER-IOP3.
The time series show 10 minute fluxes modeled for a height of 32 m at M1 and 5.5 m at
M4.



100 6.5 Modeled atmosphere-biosphere exchange of ozone

15
.0

6.
20

.0
6.

25
.0

6.
30

.0
6.

05
.0

7.
10

.0
7.

15
.0

7.
20

.0
7.

25
.0

7.
0

0.
51

1.
52

FO
3
,M4 / FO

3
,M1

Figure 6.15: Time series of the ratio of the ozone fluxes modeled for M1 and M4 during
EGER-IOP3.



6.5 Modeled atmosphere-biosphere exchange of ozone 101

15
.0

6.
20

.0
6.

25
.0

6.
30

.0
6.

05
.0

7.
10

.0
7.

15
.0

7.
20

.0
7.

25
.0

7.
−

30

−
20

−
100

FO
3

 [nmol m
−2

 s
−1

]

 

 

M
1

M
1(

ca
lc

ul
at

ed
 R

H
)

M
1(

R
H

=
0.

9)

Figure 6.16: Time series of the ozone fluxes modeled for M1 (blue) during EGER-IOP3.
The purple dotted line gives the flux with a calculated relative humidity, the green dotted
line with a fixed relative humidity. In both cases no wet skin fraction is assumed. The
time series show 10 minute fluxes modeled for a height of 32 m.
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Figure 6.17: Time series of the ozone fluxes modeled for M4 (red) during EGER-IOP3.
The purple dotted line gives the flux with a calculated relative humidity, the green dotted
line with a fixed relative humidity. In both cases no wet skin fraction is assumed. The
time series show 10 minute fluxes modeled for a height of 5.5 m.
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first change was the replacement of a fixed relative humidity of 90 % by the calculation
of relative humidity from the specific humidity given as input (see Fig. 6.1). The second
change was the consideration of this changing relative humidity for the fraction of wet
surfaces, which was zero by default. Figure 6.16 shows the time series of the ozone flux
at M1 with and without considering the changes made to the relative humidity part of the
model code. The green dotted line gives the flux using the fixed relative humidity and
to obtain the flux given by the purple dotted line the relative humidity is calculated from
specific humidity. In both cases the wet skin fraction is set to zero. For the final modeling,
the wet skin fraction is calculated depending on relative humidity. The first change to the
code (difference between dotted green and purple line) mainly affects the daytime fluxes
by reducing the deposition. This is visible especially from June 27 to 29, when the relative
humidity was lowest, thus showing the largest difference to the default RH of 90 %. On
these days, the deposition is reduced by up to 6 nmol m−2 s−1. On the following days with
rain and a high RH, the calculation of RH has only a small or no effect. The remaining
daytime fluxes show a decrease in deposition between 0 and 6 nmol m−2 s−1, depending
on the difference of the calculated relative humidity to the default value of 90 %. During
the night, when the relative humidity is usually high, the calculation of RH results only in
a change in the flux for individual nights.
In contrast to the first change, the second change to the model code has a larger effect on the
modeled nighttime fluxes than on the daytime fluxes. During the day, the increase in the wet
surface fraction has only an effect on some days with high humidity, as the change becomes
effective for relative humidities higher than 80 %. The calculation of wet surface fraction
is more effective in the modeling of nighttime fluxes, where the deposition increases due
to an increased wet surface fraction. The flux changes by about 1-2 nmol m−2 s−1 for most
nights.
Figure 6.17 presents the modeled ozone flux time series with and without the application
of the changes for M4. The modeled fluxes to the clearing are less affected by the changes
in the consideration of humidity. The highest increase in the flux between using the default
and the calculated RH is present from June 27 to 29 as well. In contrast to the fluxes
above the forest, the calculation of wet skin fraction shows only small differences in the
M4 fluxes. While the increase in the nighttime deposition above the forest by this step is
quite obvious, the increase of the clear-cut deposition is hardly perceptible.

6.5.2 Model evaluation by comparison with observations

In order to use the model MLC-CHEM for the determination of ozone fluxes for different
time periods or other sites than M1 and M4 of the entire 4 km2 measurement site, it is
necessary to evaluate the model output by comparison with measured fluxes. For the eval-
uation, the modeled ozone fluxes are compared to those observed at M1 and M4 during
EGER-IOP3. The comparison is done for the same 41 days in June and July 2011 shown
before.

Figure 6.18 presents the measured fluxes including their error bars together with the mod-
eled fluxes for the main tower M1. The general size of the fluxes is in good agreement.
The most obvious difference is that the modeled fluxes show clear daily cycles, while the
measured fluxes also show nearly constant values between day and night (e.g. June 24/25,
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Figure 6.18: Time series of the measured and modeled ozone fluxes at M1 during EGER-
IOP3. The time series show 30 minute measured and 10 minute modeled fluxes for a
height of 32 m.

July 13/14) or cycles that appear to last over more than one day (e.g. June 22/23). This
behavior results in a large difference between measurement and modeling for these time
periods. On days where the measured fluxes follow the expected diel cycle, there is a good
agreement between modeling and measurement within the margin of error. The period
from July 05 until noon of July 07 shows the best agreement, but it is noticeable that the
measured nighttime deposition is higher than the modeled deposition. The best agreement
during nighttime is found for nights with a low relative humidity (e.g. June 26/27).
In Figure 6.19 the time series of the measured and modeled ozone fluxes at M4 are dis-
played. For the turbulence mast on the clearing, the modeled ozone fluxes show a better
agreement with the fluxes measured during EGER-IOP3 than for M1. As was observed
for the modeling for M1, the nighttime deposition is underestimated by the model. On the
days where a well developed daily cycle is visible for the measured fluxes, there is a good
agreement to the daytime model results. Between June 16 and 19 the measured fluxes show
nearly constant values or only a slight difference between day and night, such that there is
only little agreement to the modeled fluxes. There is also only partial agreement between
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Figure 6.19: Time series of the measured and modeled ozone fluxes at M4 during EGER-
IOP3. The time series show 30 minute measured and 10 minute modeled fluxes for a
height of 5.5 m.

June 27 and July 01, when the measured fluxes are more scattered than on the other days.

To investigate whether the modeled ozone fluxes show the same qualitative diurnal cycle
as the measured fluxes, averaged diel cycles are calculated, comprising the 41 days of
EGER-IOP3. Figures 6.20 and 6.21 show the mean diel cycles obtained from the modeled
ozone flux timeseries of M1 and M4, respectively. For M1, the median nighttime fluxes
between 21 and 5 CET are about -2 nmol m−2 s−1 and show only small variations. The
interquartile range is small as well. The modeled ozone flux decreases to its minimum
value of -18 nmol m−2 s−1 at 13 CET. The flux decreases faster to the minimum value than
it increases in the afternoon. Between 19 and 20 CET there is a jump in the flux cycle,
whereat for 20 CET there are several outliers. Compared to the measured diel ozone flux
cycle in Figure 6.10(a), the modeled cycle shows a higher deposition during the day and
a lower deposition during the night, which was already observed in the time series. In
contrast to the diel cycles of the measurement, the interquartile range of the modeled flux
cycle increases with increasing deposition, as a difference in the flux between different
days is mainly found for modeled daytime fluxes, while the nighttime fluxes are similar for
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Figure 6.20: Mean diel ozone flux cycle modeled for M1 at a height of 32 m and averaged
over 41 days (15.06.-25.07.2011). Shown is the median with 25 % and 75 % quartiles,
the whiskers display the quartiles +/- 1.5 times the interquartile range. Outliers are
marked as dots.

most nights. Except for the amplitude between night- and daytime fluxes, there is also a
difference in the course of the diel cycles. Besides the minimum of the flux reached after
the sharp rise in deposition until noon, the measured diel cycle has a second flux minimum
at 16 CET, due to the maximum in ozone mixing ratio at this time, which is not reproduced
by the model.
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Figure 6.21: Same as Figure 6.20 for M4 at a height of 5.5 m.

Figure 6.21 shows the mean modeled diel ozone flux cycle on the clearing. The shape
of the diel cycle is similar to above the forest, also showing the jump between 19 and 20
CET, but without the outliers at 20 CET. The median nighttime fluxes are similar to those
modeled for M1, which indicates only minor influence of the leaf area on the modeled
nighttime deposition. The flux is most negative at 13 CET with about -8 nmol m−2 s−1.
The decrease of the flux to its minimum value is not as sharp as above the forest, such
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that the decrease and the increase of the flux have a similar shape. In the diel cycle of the
measurement at M4 (see Fig. 6.12(a)), the flux reaches its minimum of -7.5 nmol m−2 s−1

already at 10 CET with a second slightly higher minimum at 13 CET. The modeled value
at 13 CET is only about 0.5 nmol m−2 s−1 smaller than the measured one, but before noon
the model underestimates the sharp increase in the deposition. As for the forest, the model
underestimates the nighttime deposition to the clearing. The difference between measured
and modeled ozone fluxes is more pronounced for M1 than for M4, but during the night
the model overestimates the flux at both sites.

6.5.2.1 Causes of the difference to the measurement

To determine the causes of the deviations between measured and modeled ozone fluxes,
the difference Fmeasured − Fmodeled is analyzed for its dependence on various parameters.
Seven wind direction sectors are chosen, which comprise different vegetation types (see
Fig. 2.1(a)):

• (1) 115 - 140° – mainly forest

• (2) 140 - 210° – clearing around M4

• (3) 210 - 235° – mixed vegetation; mainly forest

• (4) 235 - 270° – mixed vegetation; mainly clearings, stone pit

• (5) 270 - 290° – mainly forest

• (6) 290 - 310° – Pflanzgarten clearing

• (7) 310 - 15° – mixed vegetation

Figure 6.22: Difference between measured and modeled daytime ozone fluxes at M1 in
relation to wind direction. The color coding gives the wind speed.

Figures 6.22 and 6.23 show the dependence of the difference between measured and mod-
eled M1 ozone fluxes on the wind direction. In addition, the color coding gives the relation
to wind speed and relative humidity, respectively. A relation between the difference and
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the wind direction would imply an effect of the flux footprint on the difference. For the
second sector, when the wind is coming from the clearing, the differences are shifted more
towards positive values. For the bulk of the measurement period, the wind is coming from
directions between 220 and 300° (sectors (3)-(6)). Most of the differences are distributed
between -15 and 10 nmol m−2 s−1. Most negative differences are observed for wind com-
ing from 250-290° (middle of sector (4) and sector (5)) and most positive differences for
wind directions around 250°, when the wind is coming mainly from clearings or the un-
vegetated stone pit, which cause a small measured flux. For the last sector, the differences
are equally distributed. Amongst the wind direction sectors, only a small influence on the
difference is observed with more positive differences for wind coming from less vegetated
areas, while for the modeling a forest vegetation is assumed.
In Figure 6.22 the color coding shows the effect of the wind speed in addition to the wind
direction. Except for the first sector, where the highest wind speeds give the lowest dif-
ference, all other sectors show wind speeds, which are equally distributed over the whole
range. Thus, Figure 6.22 shows that the wind speed has no clear effect on the difference.

Figure 6.23: Difference between measured and modeled daytime ozone fluxes at M1 in
relation to wind direction. The color coding gives the relative humidity.

In Figure 6.23 the difference between measurement and modeling plotted against wind
direction and additionally relative humidity is presented. The difference shows a depen-
dence on relative humidity with most positive differences for lowest relative humidity and
most negative differences for highest RH. Amongst the wind direction sectors, the relative
humidities, which cause the same difference between measurement and modeling, are dif-
ferent. Wind directions from less vegetated areas generally give a more positive difference
already at higher humidities (e.g. sector (4)). Particularly for wind directions, where most
data is available, an overlapping between relative humidities causing the same difference
is observable. Therefore, it is tested whether the relative humidities belonging to negative
differences are significantly higher than those belonging to positive differences between
measured and modeled ozone fluxes. Table 6.2 gives the mean and standard deviation of
the relative humidities and the number of observations belonging to positive or negative
differences in each wind direction sector. The mean relative humidities belonging to a pos-
itive difference between measurement and modeling are always below 82 %, while those
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Table 6.2: Mean relative humidity and standard deviation for a positive and negative dif-
ference between measured and modeled ozone flux (Fmeasured-Fmodeled) for the 7 wind
direction sectors. The last column gives the probability that there is no influence of
relative humidity on the difference.

wind
sector

pos. difference Npos neg. difference Nneg probability

(1) 58.244 ± 12.545 37 82.846 ± 13.823 17 4.276 · 10−7

(2) 63.796 ± 14.435 78 82.469 ± 10.741 33 3.479 · 10−11

(3) 77.682 ± 11.857 64 92.108 ± 8.815 42 5.224 · 10−12

(4) 75.747 ± 15.440 199 97.013 ± 7.765 119 9.099 · 10−44

(5) 81.073 ± 17.760 69 95.555 ± 9.637 95 8.741 · 10−9

(6) 76.696 ± 17.129 24 94.053 ± 10.668 97 2.908 · 10−5

(7) 76.580 ± 26.141 55 98.223 ± 5.427 81 5.848 · 10−8

belonging to a negative difference are higher than 82 %. The last column gives the proba-
bility that there is no influence of relative humidity on the difference and that the observed
differences are random. For all wind direction sectors, it is highly significant that the rela-
tive humidities causing a negative difference are higher than the relative humidities causing
a positive difference between measurement and modeling. Thus, an influence of relative
humidity cannot be rejected. Most data is available for the fourth sector, with wind from
the south-west. For this sector, the influence of relative humidity is most obvious, which is
also shown by the very small probability of the randomness of the difference. Disregarding
sector (4), the probabilities span eight orders of magnitude.
For a detailed analysis of the effect of relative humidity on the difference between mea-
sured and modeled ozone fluxes at both masts, the data is grouped into RH blocks of
10 % width, with a further separation into day- and nighttime values. Figure 6.24 shows
the boxplot for the differences at M1. The figure also gives the number of observations
and the level of significance for the deviation of the difference between measurement and
modeling from zero. The upper plot gives the daytime differences. The highest positive
median difference appears for relative humidities between 40 and 50 % with about +10
nmol m−2 s−1. The median for relative humidities lower than 40 % is a little lower, which
might be due to the low number of observations in this block. For relative humidities higher
than 40 %, the median decreases with increasing relative humidity. The difference is still
slightly positive around +1 to +2 nmol m−2 s−1 for relative humidities between 80 and
90 % and only becomes negative for relative humidities higher than 90 %. The scatter in
the data, displayed by the whiskers and outliers, is similar for RH blocks higher than 50 %
and is much larger than the errors determined for the fluxes. Thus, the fluctuations in the
difference cannot be explained by the uncertainty of the measurement. For the nighttime
fluxes given in the lower plot of Figure 6.24, the median difference is always negative,
implicating an underestimation of the nighttime deposition. The difference also decreases
with increasing relative humidity, not considering relative humidities lower than 50 % as
too few measurements are available. For the highest relative humidities, the underestima-
tion of the measured deposition is highest, with a median of about -6 nmol m−2 s−1. During
the night, the scatter in the differences increases with decreasing difference and increasing
relative humidity. Only for RH between 80 and 90 % during the day and 40 and 60 % dur-
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Figure 6.24: Boxplot giving the difference between measured and modeled ozone fluxes
at M1 for relative humidity blocks of 10 %. Shown is the median with 25 % and 75 %
quartiles, the whiskers display the quartiles +/- 1.5 times the interquartile range. Outliers
are marked as crosses. The numbers at the bottom of the figures give the number of
observations used for the boxplot and their colors indicate the significance level on
which the differences are different from zero. Green: difference is not significant on a
level of β=0.1; red: difference is highly significant (β=0.01).

ing the night, the differences are not statistically significant from zero, although the block
between 40 and 50 % can be neglected due to the low number of observations. For all other
differences, the deviation from zero is highly significant.
Figure 6.25 shows the boxplot of the difference between measured and modeled fluxes for
M4 and its dependence on relative humidity. The number of available fluxes in the relative
humidity blocks is given as well. As was observed for M1, the difference decreases with
increasing relative humidity, but the differences are much lower. For the lowest daytime
relative humidity, the overestimation of the measured deposition is highest with about 4
nmol m−2 s−1. For relative humidities between 70 and 80 %, the median difference is neg-
ative and closest to zero. For higher RH the difference is negative as well, but the median
value is still higher than -2 nmol m−2 s−1. Except for the RH block from 30 to 40 %,
which comprises the lowest number of observations, all deviations of the difference be-
tween measurement and modeling from zero are highly significant. During the night, the
model underestimates the deposition, indicated by the negative difference between mea-
surement and modeling for all humidity blocks. As for M1, the difference decreases with
increasing relative humidity. The minimum median difference is about -3 nmol m−2 s−1

for the highest RH blocks. For the RH blocks with a sufficient number of data points, the
deviation from zero is highly significant.
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Overall the nighttime differences, where no stomatal pathway is considered for the flux
modeling, show that the non-stomatal deposition is underestimated by the model. Further-
more, the daytime fluxes, which are mainly caused by the stomatal fluxes, show that the
deposition to stomata is highly overestimated by the model. Comparing the upper plots of
Figures 6.24 and 6.25, which give the daytime differences between measured and modeled
ozone fluxes, it is noticeable that the differences change from positive to negative values at
different relative humidities. For the fluxes above the forest, only the RH block for 90 to
100 % gives a negative difference, while on the clearing the change in sign is present for
RH higher than 70 %.
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Figure 6.25: Same as Figure 6.24 for M4. The numbers at the bottom of the figures give
the number of observations used for the boxplot and their colors indicate the signifi-
cance level on which the differences are different from zero. Blue: difference is very
significant (β=0.05); red: difference is highly significant (β=0.01).

The differences between measurement and modeling have been affected by the changes
made to the model code. These changes mainly consisted of the consideration of actual
relative humidity in the flux calculation. Figure 6.26 presents the day- and nighttime me-
dian differences at M1 for RH blocks of 10 % as well as the median of the measured fluxes
in the blocks. The different colors represent different model versions. The corresponding
ozone flux time series are shown in Figure 6.16 using the same color coding. The medians
represented by the blue bars are the same medians presented in Figure 6.24, as this is the
model version used for the modeling studies. During daytime, the calculation of relative
humidity from specific humidity (purple bars) decreases the difference and thus improves
the model behavior compared to the original model code (green bars), especially for low
relative humidities. The highest decrease of about 5 nmol m−2 s−1 is found for the lowest
relative humidity block. With increasing RH, the change in the median difference decreases
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Figure 6.26: Barplot giving the median difference between measured and modeled ozone
fluxes at M1 for relative humidity blocks of 10 %. Shown are the differences for the
original model code (in green), using the measured relative humidity (RH) (in purple)
and the model version using the measured RH and considering RH for determination of
wet skin fraction (in blue). The number of observations in each RH block are the same
as in Fig. 6.24. The black dots give the median of the measured M1 fluxes in each RH
block.

and for relative humidities higher than 70 %, the change in the difference becomes lower
than 1 nmol m−2 s−1. For RH higher than 90 %, the difference is increased by the use of the
different model versions. For the nighttime fluxes, the calculation of the relative humidity
shows hardly any changes to the difference between measurement and modeling. During
daytime, the decrease in the median difference between the model versions is mainly due
to the use of the relative humidity for the calculation of the vapor pressure deficit, which
is considered in the stomatal resistance. The lower the RH, the higher is the deficit and
thus the higher is the resistance to ozone and the lower becomes the modeled deposition.
Furthermore, the decreasing change in the median difference with increasing humidity is
due to the difference between the calculated relative humidity and the default value of
90 %. Thus, for the lowest RH, the difference to the default value is highest and the change
is largest. This also explains the increase of the difference for RH > 90 %, where the de-
fault value underestimates the measured RH. During nighttime, the stomata are closed and
therefore, the effect of the calculation of relative humidity is negligible. The consideration
of the calculated relative humidity for the determination of the wet skin fraction (frws),
which is zero by default, is included in the version of the model code used for the blue
bars. As the wet skin fraction increases for relative humidities higher than 80 %, there is
no effect on the lower RH blocks. The change in the code increases the difference between
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measurement and modeling for day- as well as nighttime fluxes. While for the two pre-
vious model versions the daytime difference is nearly zero between 80 and 90 % RH, it
increases to about 1 nmol m−2 s−1 including the last change. For higher RH, the increase
is a little higher than 1 nmol m−2 s−1. During nighttime, the increases are of comparable
size, but the total difference between measurement and modeling is more negative. The
black dots in Figure 6.26, which give the median fluxes observed in the relative humidity
blocks, show that for low RH during daytime the differences are as large as the observed
fluxes. For relative humidities higher than 70 %, the absolute differences are at most half
as large as the absolute fluxes. During the night, the size of the differences follows the size
of the fluxes. The fluxes are about 1 to 3 nmol m−2 s−1 smaller than the differences, which
is due to a small, nearly constant modeled nighttime flux.
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Figure 6.27: Barplot giving the median difference between measured and modeled ozone
fluxes at M4 for relative humidity blocks of 10 %. Shown are the differences for the
original model code (in green), using the measured relative humidity (RH) (in purple)
and the model version using the measured RH and considering RH for determination of
wet skin fraction (in red). The number of observations in each RH block are the same
as in Fig. 6.25. The black dots give the median of the measured M4 fluxes in each RH
block.

Figure 6.27 presents the barplot of the difference between the measured and modeled ozone
fluxes for RH blocks of 10 % width as well as the median ozone fluxes on the clearing. The
upper plot gives the difference for the daytime fluxes, showing the effect of the changes to
the consideration of RH in the model code on the difference. The calculation of relative
humidity from specific humidity has the largest effect on the difference compared to the
original model version with a fixed RH of 90 %. For the lowest two RH blocks, using the
correct RH as input decreases the difference by about 1.1 nmol m−2 s−1. With increasing
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relative humidity the decrease in the difference decreases and for the highest RH block the
change in the model even increases the difference by 0.15 nmol m−2 s−1. The considera-
tion of relative humidity for the wet skin fraction affects only the two highest RH blocks.
For the lowest blocks, there is no difference as all surfaces are considered dry for RH up to
80 %. The difference between measurement and modeling considering both changes (red
bars) decreases from 3.3 nmol m−2 s−1 in the 30-40 % RH block to -1.8 nmol m−2 s−1 in
the highest RH block. For relative humidities between 80 and 90 % the calculation of wet
skin fraction shows only a small increase of less than 0.01 nmol m−2 s−1, but for the highest
RH block the increase in the difference is of about 0.16 nmol m−2 s−1. Solely for the lowest
RH block, the difference is of the same order of magnitude as the absolute flux. For higher
relative humidities, the differences are at most half as large as the fluxes. During the night,
which is shown in the lower plot of Figure 6.27, none of the changes to the original model
version produces a large change in the difference. The largest change in the difference is
present in the RH block from 90 to 100 %, due to the calculation of wet skin fraction. The
calculation increases the difference by about 0.3 nmol m−2 s−1. The difference shows no
trend with relative humidity, but the size of the differences follows the trend of the size
of the flux, except for the RH block of 40-50 % with the lowest number of observations
(N = 2). The difference is about half as large as the flux with the exception that for the
highest humidities, the flux is less than twice the difference. As was observed for the night-
time values at M1 (see Fig. 6.26), the deviation between difference and flux is similar for
all relative humidities.

The presentation of the modeled fluxes as mean diel cycles should partly compensate for
the daytime over- and underestimations due to different RH. For the fluxes above the clear-
ing, there is a good agreement between the measured and modeled diel cycles during the
day. Above the forest, the modeled deposition is higher than the measured deposition,
which could indicate that there is an additional cause for the overestimation of the ozone
deposition by the model. The overestimation could be due to the application of a LAI for
the modeling, which is too high to accurately represent the actual vegetation cover. The
footprint area of the forest tower was not completely covered with vegetation (e.g. a stone
pit) or only with lower vegetation (clearings), which results in a lower LAI than that of the
forest applied for the modeling. In contrast, the footprint area of M4 consisted mainly of
the clear-cut vegetation, whose data was used as input for the model. Therefore, instead
of a leaf area index of 6 m2 m−2, which was measured during EGER-IOP3 for the area
around the main tower M1, a lower LAI is used to analyse its effect on the mean diel cycle.
For the modeling, a lower LAI could also indicate a lower vegetation fraction. An average
vegetation fraction of 80 % or a LAI of 4.8 m2 m−2 is assumed. Figure 6.28 displays the
mean diel ozone flux cycle above the forest using the afore mentioned LAI. The maximum
downward directed flux is present at 12 CET with about -15 nmol m−2 s−1, compared to
-18 nmol m−2 s−1 at 13 CET with the measured LAI and -13 nmol m−2 s−1 at 12 CET dur-
ing the EGER-IOP3 measurement. The diel cycle in Figure 6.28 shows a better agreement
with the measured diel cycle in Figure 6.10(a). Between 9 and 19 CET the mean diel cy-
cles of the measured flux and that modeled with a lower LAI show comparable values. The
deposition during the night is only a little lower than using the LAI measured around the
main tower and thus still underestimates the nighttime deposition.
The decrease in the deposition using a lower LAI reduces the daytime difference between
measurement and modeling. Therefore, the relation between daytime difference and RH
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shows a better agreement with the relation for M4 (see Fig. 6.25). However, the stomatal
deposition remains overestimated by the model.
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Figure 6.28: Mean diel ozone flux cycle modeled for M1 at a height of 32 m and with
a vegetation fraction of 0.8, averaged over 41 days (15.06.-25.07.2011). Shown is the
median with 25 % and 75 % quartiles, the whiskers display the quartiles +/- 1.5 times
the interquartile range. Outliers are marked as dots.

6.5.2.2 Further possible model improvements

For the modeled ozone fluxes presented in section 6.5.1, only some changes have been per-
formed to the original model version, which concerned the calculation of relative humidity
and the further usage of the calculated value. To improve the accordance between measure-
ment and modeling, additional modifications of some model parameters are possible. The
modifications are tested for M1, where the larger absolute fluxes are observed and larger
effects of the modifications are expected compared to M4.

Under wet conditions, the cuticular resistance rcut is replaced by the wet surface resistance
rws in the calculation of the surface resistance. The default value of rws = 2000 s m−1 is high
in relation to the value of rcut. Therefore, the value of rws is reduced to 997 s m−1, accord-
ing to Eq. 12 in Wesely (1989) to calculate wet from dry cuticular resistance. The decrease
in rws only affects time periods with a relative humidity higher than 80 % as only under this
condition part of the surface is considered as wet. Figure 6.29 shows the time series of the
ozone flux at M1 using the default and the reduced value of rws. Reducing the resistance
has an effect on the night- as well as on the daytime fluxes. The nighttime fluxes show an
increased deposition, except for some nights. The largest difference is visible on the night
June 29/30 with about 2 nmol m−2 s−1. On average, the deposition is increased by about
1 nmol m−2 s−1. The affected nights are those, which have also shown the highest differ-
ence to the measured flux before and thus, the nighttime difference between measurement
and modeling is increased and shifted closer to zero. During daytime, the deposition is also
increased by up to 2 nmol m−2 s−1 (e.g. June 30-July 02), but the increase is usually lower
or there is no increase at all. In general, the daytime relative humidity is lower than in the
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Figure 6.29: Time series of the ozone fluxes modeled for M1 (blue) during EGER-IOP3.
The purple dotted line gives the flux with a reduced wet surface resistance. The time
series show 10 minute fluxes modeled for a height of 32 m.
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Figure 6.30: Time series of the ozone fluxes modeled for M1 (blue) during EGER-IOP3.
The purple dotted line gives the flux with an increased resistance of stomata and meso-
phyll under wet conditions. The time series show 10 minute fluxes modeled for a height
of 32 m.
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night and thus, a relative humidity higher than 80 % (frws > 0 for RH > 80%) is reached
not as often as during night. Thus, the decrease of the wet surface resistance decreases the
nighttime underestimation and also the daytime underestimation for the highest relative
humidities, but it increases the overestimation for relative humidities between 80 and 90
%.

Dew and rain also have the effect of covering the leaf stomata and thus cutting-off the
direct gas exchange when stomata are open (Wesely, 1989). According to Wesely (1989)
the value of rstom + rmes should be increased by a factor of 3 under these conditions. In
Figure 6.30 the ozone flux time series obtained with and without an increased value of
rstom + rmes are given. Increasing the resistance has no effect on the nighttime fluxes as the
stomata are closed anyway. Thus, only the daytime flux in affected. The daytime deposition
is reduced due to the increase in resistance. The reduction is highest on July 04 with up to
2.5 nmol m−2 s−1. The highest reductions are observed for low absolute ozone fluxes. For
the highest absolute fluxes about no reduction of the flux is observed. A high deposition is
related to a high PAR, as the stomatal resistance decreases with increasing PAR. Usually,
high PAR is observed in combination with a relatively low relative humidity and thus, no or
only little change of the flux is observed. Under cloudy conditions, a lower PAR and thus
lower deposition is observed. Hence, the higher relative humidity under these conditions
leads to a decrease in deposition by the humidity dependent increase in resistance. The
decrease in deposition for relative humidities higher than 80 % decreases the difference
between measurement and modeling, which is already negative for the highest humidities
and close to zero for RH between 80 and 90 % (see Fig, 6.24). Therefore, the increase of
the resistance does not improve the agreement between measurement and modeling.

A number of additional parameters can be changed, but the changes shown above are those
with the largest effect on the modeled flux. Not using a more precise parameterization of
the stomatal resistance is the largest limitation of the current model version, but changing
it in the model code is more complex and time-consuming.

6.5.3 Sensitivity analysis

The effect of different parameters on the flux can be analyzed by switching on and off
the parameters in the model. Thus, the effect of chemistry on the flux is investigated by
switching off chemical reactions and photolysis. Figure 6.31 shows the time series of
the M1 ozone flux with and without considering chemical reactions. Chemical reactions
decrease the flux, both at day and night, except for a few time steps. This indicates that
chemistry is a sink for ozone, the way that more ozone is destroyed by chemical reactions
than produced. In general, the effect of chemical reactions is higher during the day than
during the night. The highest effect of chemistry is observable for June 27 and 28, which
are the days with the highest radiation. However, only slight differences are visible and at
least in the model the effect of chemistry on the flux can be assumed as negligible.

The total ozone flux is composed of a stomatal as well as a non-stomatal component. The
portion of the non-stomatal to the total modeled ozone flux can be determined by switching
off the stomatal pathway. Closed stomata are simulated by increasing the stomatal and mes-
ophyll resistance to values larger than 105 s m−1. The non-stomatal portion is obtained by
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Figure 6.31: Time series of the ozone fluxes modeled for M1 (blue) during EGER-IOP3.
The purple dotted line gives the flux without considering chemical reactions. The time
series show 10 minute fluxes modeled for a height of 32 m.
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Figure 6.32: Time series of the fraction of non-stomatal deposition modeled for M1 during
EGER-IOP3. The fraction is the ratio of the ozone flux without considering stomatal
deposition (FO3,non-stom.) to the total ozone flux (FO3). The time series shows 10 minute
fractions modeled for a height of 32 m.
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comparing the flux assuming no stomatal contribution to the ozone flux considering all de-
position pathways. Disregarding the stomatal deposition decreases the daytime deposition
(time series not shown). At M1, the lowest non-stomatal flux is about -11 nmol m−2 s−1,
while the total flux is about -28 nmol m−2 s−1. The non-stomatal flux shows similar values
during day and night and a good agreement to the total nighttime ozone flux, where no
stomatal deposition is assumed anyway. Figure 6.32 presents the time series of the fraction
of the non-stomatal to the total M1 ozone flux. During nighttime, the non-stomatal depo-
sition is the main pathway for the ozone deposition indicated by a fraction close to 1. The
nighttime fraction is lowest for some dry nights (e.g. nights from June 26 to 29), whereas
for wet nights especially the cuticular resistance decreases, which decreases the total leaf
resistance and increases the fraction of the non-stomatal to the total flux. The stomatal
ozone deposition is mainly contributing to the total flux during the day and the fraction of
the non-stomatal flux decreases. It reaches minimum values of about 0.1 on most of the
days. The maximum fraction to the total flux around noon is present on June 30 with up to
40 %. The daytime fraction of the non-stomatal flux depends on the humidity and the radi-
ation, which affect the stomatal resistance (see Fig. 4.3). For low humidity/high radiation
the fraction is low and for increasing humidity/decrasing radiation the fraction increases,
amongst others, due to an increased fraction of wet surfaces, which decreases the cuticular
resistance and thus increases the non-stomatal flux. For the campaign period of 41 days
the total deposition of ozone to the forest sums up to 30.8 mmol m−2 (1.5 g m−2). The non-
stomatal deposition accounts for 8.1 mmol m−2 (387.8 mg m−2). Thus, the non-stomatal
deposition accounts for 26.23 % of the total modeled deposition.
In Figure 6.33 the fraction of the non-stomatal to the total flux on the clearing is presented.
The nighttime flux is dominated by the non-stomatal flux like above the forest. The only
difference is that a fraction of 1 is reached in all nights. During the day, the contribution of
the stomatal to the total deposition increases and thus, the fraction of the non-stomatal de-
position decreases. At midday, the fraction ranges between about 40 and 50 %. The course
of the midday fractions at M4 is similar to the course above the forest, but with smaller
differences between the days. The fraction of the non-stomatal to the total deposition is
higher for M4 than for M1 due to the lower LAI of the clearing, which gives a lower stom-
atal deposition. The modeled non-stomatal depositions are similar at both sites. The total
amount of ozone deposited to the clear-cut during the campaign period is 15.5 mmol m−2

(743.7 mg m−2). Thereof, the non-stomatal deposition accounts for 59.36 %, which means
a deposition of 9.2 mmol m−2 (441.4 mg m−2).
The real fractions of the non-stomatal to the total ozone flux might be even higher, as the
nighttime/non-stomatal deposition is underestimated by the model. Furthermore, the aver-
age daytime deposition to the forest is overestimated. An improvement in the calculation of
the stomatal flux would reduce the stomatal deposition and thus increase the non-stomatal
fraction.

6.5.4 Discussion

For a future use of the model MLC-CHEM for the modeling of ozone fluxes between atmo-
sphere and biosphere, the model is evaluated using the measurements during EGER-IOP3.
In the following section, the results of the evaluation are discussed and compared to previ-
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Figure 6.33: Time series of the fraction of non-stomatal deposition modeled for M4 during
EGER-IOP3. The fraction is the ratio of the ozone flux without considering stomatal
deposition (FO3,non-stom.) to the total ozone flux (FO3). The time series shows 10 minute
fractions modeled for a height of 5.5 m.
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ous studies.
On average, the modeled fluxes show a good agreement to the measured fluxes, with a
better agreement for the fluxes to the clearing than to the forest. Particularly the averaged
daytime fluxes agree well with the measured fluxes, while the nighttime deposition is un-
derestimated. However, the difference between measurement and modeling shows large
variations depending on relative humidity. The comparison of measurement and modeling
above the forest shows a larger overestimation of the measured deposition, which changes
to an underestimation at higher RH than for the modeling on the clearing. The deviations in
the relation between relative humidity and the difference between measurement and mod-
eling for M1 and M4 could be explained by the simplified assumption of a complete forest
canopy at M1, while the footprint area of the M1 measurement was also covered with lower
or no vegetation. In addition to the footprint, coherent structures, which are non-periodic,
organized eddy structures in canopy flows (Eder et al., 2013), could be a reason for the
difference in averaged measured and modeled fluxes. Eder et al. (2013) analyzed the ap-
pearance of coherent structures during the EGER campaign. MLC-CHEM presumes a full
coupling between the forest and the atmosphere, but this is rarely the case. Mostly, high
vegetation and atmosphere are only coupled by turbulent eddies during the day, allowing
the exchange of energy and matter of the soil and stem area with the atmospheric layers
above the stand. Regarding the effect of relative humidity, Ganzeveld et al. (2002b) dis-
cussed the relevance of changes in surface cover properties due to rainfall or dew and the
consequent increase in the wet skin fraction. Depending on the solubility of the trace gas,
an increase in the wet skin fraction induces significant changes in the modeled canopy top
fluxes. The process of uptake or release of trace gases by wet canopies is not well under-
stood with a complex mechanism controlling the uptake. There is a difference, whether
the surface is wetted by dew or rain as both have a different acidity and chemical compo-
sition (Baldocchi, 1993). Wesely et al. (1990) noted that aqueous phase chemistry such as
the oxidation of SO2 by O3 can enhance the uptake of gases which are not very soluble
(e.g. ozone). The lack of understanding the mechanism driving the O3 deposition to the
wet foliage constrains its quantification and leads to its parameterization as constant values
(Ganzeveld and Lelieveld, 2004). Fuentes et al. (1992) showed by flux measurements over
a deciduoous forest that there is still significant uptake of ozone by a wet canopy. Whereas
in many deposition models, a reduced uptake for wet surfaces is assumed. Furthermore,
Altimir et al. (2006) even showed an enhancement of the total ozone deposition to Scots
pine foliage under moist conditions. The clearest connection with ambient relative humid-
ity was shown for the non-stomatal sink, and they suggest that the non-stomatal ozone sink
on the foliage is modulated by the surface films and that different mechanisms of ozone de-
composition are expected to happen in acidic or alkaline solutions (Sehested et al., 1991).
Many conclusions on the non-stomatal sinks are drawn from nighttime data based on the
assumption that the stomatal conductance is negligible and therefore all nocturnal depo-
sition is non-stomatal. The nighttime underestimation of the deposition shows that the
parameterization of the non-stomatal resistance is overestimated. While the modeled de-
position is only slightly increasing with relative humidity, there is a sharper increase in the
measured flux with RH. The results of Altimir et al. (2006) suggest that the model results
could indeed be improved by incorporating the moisture effect in the parameterization of
non-stomatal surface conductance.
In contrast to the nighttime differences, the daytime differences between measured and
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modeled ozone fluxes show that the stomatal resistance is mainly underestimated by the
model. The model evaluation shows that the representation of stomatal exchange, which
largely controls the dry deposition flux of ozone, results in an overestimation of the day-
time deposition. Ganzeveld et al. (2002b) have already shown, that the modeled stomatal
exchange is very sensitive to the selected soil moisture and in this thesis also the sensitivity
of the stomatal resistance parameterization to the vapor pressure deficit (depending on RH)
is shown. Several other parameterizations are available for the stomatal resistance consid-
ering additional parameters affecting the resistance, e.g. the CO2 concentrations. Alike
in the model applied in this thesis, most of the parameterizations of the stomatal resis-
tance applied in one-dimensional SVAT models only consider the dependence of stomatal
resistance on radiation, temperature, the vapor pressure deficit and soil water potential
in relative terms between 0 and 1, described by the Jarvis-Stewart approach (Jarvis, 1976;
Stewart, 1988) as well as modifications due to phenological change (Emberson et al., 2000;
Grünhage et al., 2000). However, in nature the stomatal aperture is regulated to gain as
much carbon as possible, while minimizing the loss of water for a given set of microcli-
mate conditions (Launiainen et al., 2013). Therefore, the parameterization can be improved
by also considering the influence of ambient air CO2. A semi-empirical equilibrium model
of stomatal conductance was proposed by Ball et al. (1987) and Ball (1988), which is based
on a number of gas exchange experiments. The model used by Zeller and Nikolov (2000)
(Nikolov et al., 1995; Nikolov and Zeller, 2003) uses the Ball-Berry stomatal model for the
calculation of stomatal conductance:

gs = m · An
hs
ca

+ bs , (6.2)

where m is a species specific non-dimensional parameter that determines the composite of
gs to net CO2 assimilation (An), relative humidity (hs) and CO2 concentration (ca) at the
leaf surface. bs is the stomatal conductance that remains unaffected by the atmospheric en-
vironment or leaf biochemistry. The model also simulates the effect of leaf water deficit on
stomatal conductance and net photosynthesis. The variables are estimated as a solution to
a system of four simultaneous equations. The model is advantageous over more empirical
photosynthesis models (e.g. Jarvis, 1976), as it explicitely accounts for feedbacks between
leaf energy balance, stomatal conductance and CO2 assimilation processes. The proposed
model for stomatal conductance was also used by Collatz et al. (1991) as well as by Falge
et al. (1996) and Falge et al. (1997) for the calculation of foliage gas exchange in a slightly
different form:

gs = gmin + gfac · 1000 · (NP + 0.5Rd) ·
hs
cs
, (6.3)

whereNP is the net CO2 fixation rate, 0.5Rd is the rate of dark respiration assumed to con-
tinue in the light, hs is relative humidity as decimal fraction, cs is the CO2 partial pressure
at the leaf surface, gmin is the cuticular conductance with closed stomata (as bs in Eq. 6.2)
and gfac is the dimensionless sensitivity of stomata to change in NP , hs and cs (Tenhunen
et al., 1994; Falge et al., 1996).
For the modeling of fluxes in the first phase of the EGER project, the ACASA model (Ad-
vanced Canopy-Atmosphere-Soil Algorithm; Pyles, 2000; Pyles et al., 2000) was used.
The plant physiological response to ambient conditions was calculated as well by the use of
the Ball-Berry stomatal conductance (Collatz et al., 1991) and the Farquhar and Von Caem-
merer (1982) photosynthesis equation following Su et al. (1996) and a soil module adapted
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from MAPS (Mesoscale Analysis and Prediction System; Smirnova et al., 1997, 2000).
Launiainen et al. (2013) used a stomatal conductance model, which is based on stom-
atal optimization theories and the economics of leaf gas exchange coupled together with a
Farquhar-type photosynthesis model (Farquhar et al., 1980). The stomatal conductance is
(Launiainen et al., 2011):

gs =
a1

a2 + sca

(
−1 +

√
ca − cp
acλD

)
, (6.4)

where ac = 1.6 is the relative molecular diffusivity of water vapor with respect to carbon
dioxide, ca is the ambient CO2 concentration, cp is the CO2 compensation point, D is
the vapor pressure deficit between the leaf and the air, and a1 and a2 are parameters of
the photosynthesis model. Besides the photosynthetic parameters, the only parameters
that require specification are λ (the marginal water use efficiency) and s, a constant that
reflects the long-term average ratio of the leaf intercellular and ambient atmospheric CO2

concentrations.
The models additionally considering the availability of CO2 seem to be more accurate in
the representation of stomatal resistance than the one considering mainly radiation and
humidity effects. A newer version of MLC-CHEM will include an option to simulate
stomatal uptake as a function of CO2. However, this model version was still tested by the
model developer at the time of the modeling studies for this thesis.

In a sensitivity study performed with MLC-CHEM, the effect of chemistry on the ozone
flux was found to be small. Kurpius and Goldstein (2003) determined the influence of
gas-phase chemistry on the total ozone flux to a forest and found that the flux due to gas-
phase chemistry was exponentially dependent on temperature. The functionality is the
same as for biogenic hydrocarbon emissions, which implies that reactions with those are
the likely gas-phase chemical process within the canopy. The reaction leads to hydroxyl
radical formation and secondary aerosol growth, which affect atmospheric chemistry and
climate. In summer, the chemistry was found as the dominant daytime loss process with
45-55 % and decreases to minor importance in winter (15 %). This result for the summer
is contrary to the results of the study in this thesis.
In addition, the contribution of the non-stomatal to the total ozone flux was determined.
The absolute amount of ozone deposited to the forest and the clearing on non-stomatal
pathways is comparable. Above the forest, the model gives a non-stomatal portion of
26 % to the total flux, while on the clearing, the non-stomatal portion accounts for 59 %.
The latter value for low vegetation is closer to the value of 70 % found by Fowler et al.
(2001) for moorland species. For the various surface types in Southern Europe observed
by Cieslik (2004), the stomatal ozone fluxes accounted for less than 50 % of the total flux.
Essential was the role of water supply, which influenced the stomatal activity. For Scots
pine foliage, Altimir et al. (2006) estimated stomatal deposition accounting for one third of
the canopy scale removal. Mikkelsen et al. (2004) observed the yearly stomatal uptake over
a Norway spruce ecosystem to have a minimum contribution of 21 % to the total deposition.
Highest values of 30-33 % are found between May and August and between November and
February low values of 4-9 % are found. Zeller and Nikolov (2000) report a non-stomatal
ozone uptake of only 41 % of the total annual flux. Their model predicts most of the ozone
to be actively taken up by foliage via leaf stomata. The ozone comes into direct contact
with the leaf mesophyll cells and can adversely affect plant photosynthesis and growth.
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The remaining amount is estimated to be deposited to non-transpiring surfaces such as tree
stems, branches and soil. An improved parameterization of the stomatal and non-stomatal
ozone flux in the model MLC-CHEM would increase the contribution of the non-stomatal
to the total ozone flux, thus showing a better agreement to the observed fractions.



7 Conclusions

Eddy-covariance measurements of ozone fluxes with today’s commercially available O3

analyzers are still a challenge, and careful consideration of instrument performance is
needed. Four dry chemiluminescence fast-response ozone sensors (enviscope GmbH) have
been run side-by-side for eddy-covariance ozone flux measurements at a grassland site
on the airfield Mainz-Finthen, Germany, during July and August 2013. The same sonic
anemometer, logging and analysis software was used for all fast-response sensors, thus
some source of error could be eliminated or can at least be considered the same for the
ozone fluxes obtained by the four sensor systems. Absolute ozone concentration measure-
ments have been made by a reliable UV-absorption instrument, thus errors in the absolute
ozone concentrations are assumed negligible. One potential source of error arises from the
attenuation of fluctuations in the tubing, when the flow in the tube is laminar. It has been
assumed here that attenuation of fluctuations in the tubing of the scalar sensor dominates
the high-frequency attenuation of the EC flux measurement performed for this thesis. Other
causes of high-frequency attenuation, e.g. a separation between the sonic and the inlet of
the O3 sensor, need to be considered and minimized as well, and in these cases, an accurate
estimate of the flux attenuation requires numerical integration of the cospectrum between
the vertical wind speed and the signal of the scalar sensor multiplied with multiple transfer
functions.
The comparison of the four ozone sensors shows that on average the diurnal trend of the
ozone flux is well captured. However, the absolute values of the fluxes measured by the
sensors differ. As the ozone fluxes measured by all sensors seem reasonable compared to
previously measured fluxes for similar ecosystem types, each dataset would be accepted
as a good estimate of the flux, if only one sensor would have been applied. However, the
results of this and previous studies show that although the range of the data is reasonable
and quality assurance and quality control measures have been applied, the ozone fluxes
might still include a considerable uncertainty up to about 50 % due to the high-frequency
attenuation in the tubing with laminar tube flow.
As a consequence of the flux underestimation under laminar tube flow conditions, a tur-
bulent flow in the tubing should be ensured for future ozone flux measurements with
closed-path instruments, as the correction for high-frequency attenuation becomes neg-
ligibly small. A higher flow rate not only decreases the attenuation in the tubing, but it also
decreases the lagtime between the measurements of the sonic and the ozone analyzer. In
order to ensure a turbulent tube flow, it is important to determine the flow rate/Reynolds
number for the flow inside the tube. Furthermore, the flow rate should be kept constant
using a mass flow controller. In case of an unavoidable laminar tube flow, several points
have to be taken into account. Especially at low measurement heights as well as under
stable conditions and for high wind speeds, where there are large contributions of the high
frequencies to the total covariance, the influence of the damping inside the tube should be
considered during post-processing, even for short tubes, which would have no large effect
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at larger measurement heights, such as above forest canopies. The corrections and er-
ror considerations might be inevitable for nighttime fluxes, when mainly stable conditions
prevail and a high accuracy is required as scalar fluxes are generally lower due to reduced
turbulent mixing.
In order to analyze and correct the fluxes obtained with closed-path EC systems with lam-
inar tube flow and to assure the reliability and comparability of long-term flux measure-
ments between different years and across ecological gradients, it is suggested to use the
cospectral correction method applied in this thesis. The measurements have shown that
the correction factors differ for different EC system setups. They have also shown that
these are not significantly different from the available theoretical corrections, if those re-
flect the present state of the measurement setup (e.g. tube length, flow rate) as accurately
as possible. Therefore, for ozone fluxes of long-term measurement campaigns, when the
application of the cospectral correction method for each flux averaging period would be
too time-consuming, the application of the theoretic transfer function is suitable to correct
for the underestimation of the measured ozone fluxes.

During the 41-day EGER field campaign in summer 2011 at a forest ecosystem disturbed
by a storm, ozone concentrations and EC fluxes have been measured using dry chemilumi-
nescence fast-response ozone sensors. The eddy-covariance instrumentation and measure-
ment setup at the EGER site in the Fichtelgebirge worked well giving results comparable to
other studies using both different and similar instrumentation. The eddy-covariance system
has been shown to provide reliable flux estimates provided that an adequate correction is
applied to high-frequency losses. Distinct diurnal patterns of ozone mixing ratios, fluxes,
and deposition velocities have been observed with highest absolute values during daytime
and lowest values at night. The clear diurnal variation indicates stomatal activity as a ma-
jor regulating factor. The fluxes have been lowest around noon with minimum fluxes of
-13 nmol m−2 s−1 above the forest and -7.5 nmol m−2 s−1 above the clear-cut. The average
daily maximum deposition velocity of O3 was 0.8 and 0.5 cm s−1, respectively. The abso-
lute flux and deposition velocity showed maxima in the morning or around noon, which is
in contrast to the ozone mixing ratio that showed highest values in the afternoon. The large
nighttime deposition leads to the conclusion that other ozone sinks exist, and it has already
been suggested by Pilegaard et al. (1995) that the most important of these are destruction
at surfaces and chemical reactions with NO emitted from the forest floor and with terpenes
emitted from the coniferous trees.
The measurements during the EGER campaign have shown the high impact of disturbed
ecosystems on the regional ozone exchange. It can be concluded that the reduction of
vegetation due to a disturbance reduces the deposition of ozone to a canopy according to
the ratio of LAIs between the canopy before and after the change in the ecosystem. This
change in the ozone exchange is not negligible and emphasizes the importance to consider
forest disturbances for the regionalization of fluxes.

In addition to the EGER measurements, the chemistry model MLC-CHEM has been ap-
plied to determine ozone fluxes above the forest and the clearing. Originally, the model
was designed for a use in larger areas (grid size of about 100 km), comprising several
kinds of vegetation types. Despite the coarse scaling of the applied model, the order of
magnitude of the measured and modeled fluxes agrees. The mean modeled daytime fluxes
show a small underestimation of the measured daytime ozone fluxes, particularly for the
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fluxes on the clearing, but the detailed analysis has shown that the modeled fluxes deviate
from the measured ones, with a deviation up to the same size as the absolute fluxes. The
analysis revealed that the parameterization of the stomatal deposition needs to be adjusted
to better represent the relation to relative humidity. With the present parameterization, the
difference between measured and modeled fluxes is significant and shows a dependence
on the relative humidity, with decreasing difference with increasing humidity. Changes to
the model regarding the consideration of the relative humidity for the deposition processes
already decreased the difference between measured and modeled ozone fluxes.
The modeled nighttime fluxes reveal an overestimation of the flux. In contrast to the mea-
sured flux, the modeled flux is similar for all nights. As the nighttime fluxes are mainly
caused by non-stomatal sinks, the overestimation indicates that the representation of non-
stomatal ozone sinks needs to be improved.
As the footprint area of the measurement above the forest changed depending on the wind
direction, assuming a footprint area fully covered with forest leads to an underestimation
of the flux by the model. A realistic representation of the forest fraction was shown to be
of importance to obtain reliable modeled fluxes. With the use of an average forest fraction
in the footprint area, the difference between measured and modeled mean daytime ozone
fluxes above the forest decreased.
The evaluation of the model MLC-CHEM has shown that the model with its present pa-
rameterization of deposition processes is not yet suitable for the correct representation of
measured ozone fluxes. Before the model can be used for the modeling of ozone fluxes for
the entire 4 km2 EGER measurement site, it is necessary to improve the consideration of
stomatal and non-stomatal processes in the deposition modeling.





A Statistical analysis

The results obtained during the measurements and post-processing are analyzed statisti-
cally. In the following, the calculation of statistical moments will be described. For a
variable x the temporal mean x and the standard deviation σ(x) from N data points are
defined by

x =
1

N

N∑
i=1

xi (A.1)

and

σ(x) =

√√√√ 1

N

N∑
i=1

(xi − x)2 . (A.2)

For a large number of measurements (N > 10), N in the denominator of the standard
deviation calculation is replaced by N -1. This inheres in a reduced number of independent
data points (Borrmann, 2012). The median xmed of a quantity is the value where half of the
total data is below.

To determine the relation between two quantities, the linear least squares method is used. It
minimizes the summed square of the residuals. To improve the fit if not all data is of equal
quality, a weighted least squares regression is performed. The weights w are included as
additional scaling factors and are obtained from the standard deviation of each measured
value y by w = σ(y)−2. The weights indicate differing levels of quality present in the
data and are used to determine how much each response value influences the final fitting
parameter estimate. A high-quality data point influences the fit more than a low-quality
data point.
The main disadvantage is the sensitivity of least squares fitting to outliers. Outliers have
a large influence on the fit, because squaring the residuals magnifies the effects of those
extreme data points. To minimize the influence, the data can be fitted using robust least
squares regression. The bisquare weights method minimizes a weighted sum of squares,
where the weight depends on how far the point is from the fitted line. Full weight is given
to points near the line and points farther from the line get reduced weight, down to zero.
The robust fitting with bisquare weights uses an iteratively reweighted least squares algo-
rithm.
For the linear regressions a correlation coefficient R is calculated, which is a measure of
the goodness of the linear relation. R2 ranges between 0 and 1. A value of 1 implies that
the relationship between two variables can perfectly be described by a linear equation. If
no linear correlation exists between the variables, it is implied by a value of 0.

In order to verify experimental results against theoretical values or to compare different
samples, statistical testing is performed for test parameters like mean, standard deviation
or fitting parameters. It is used to quantify the differences between samples and determine
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whether they are close enough to both represent the same underlying situation. The decla-
ration about the confidence that two samples are the same or different is associated with
numbers for the level of confidence. For each statistical test, the test statistic follows a spe-
cific probability density distribution and contains information about the available sample
sets. The values for the test statistic depending on the confidence level and the number of
measurements can be found in tables.
For the distribution of sampled estimator values λ∗ around the true one λ, a probability
density function f(λ∗) is defined, which has its maximum at λ∗ = λ and decreases with
increasing distance between λ and λ∗ following a bell shape. The spread of the curve de-
creases with increasing number of observations (N ). A cumulative probability β is chosen
with a certain limiting value S(β), which follows from the particular distribution f(λ∗)
and takes the role of quantiles of the distribution. It gives a range, where it is unlikely to
find a sampled estimator further away from its true value than given by β:

β = β(left side) + β(right side) =

∫ (λ−S(β))

−∞
f(λ∗)dλ∗ +

∫ ∞
(λ+S(β))

f(λ∗)dλ∗

= 1−
∫ λ+S(β)

(λ−S(β))

f(λ∗)dλ∗ . (A.3)

The β-values are termed "levels of significance". A value of β = 0.1 implies a significance
level of 90%, which is termed "significant", β = 0.05 is termed "very significant" and
β = 0.01 is named "highly significant". If the probability density function is symmetric,
two-sided limits can be defined for a probability P :

P (|λ− λ∗| ≥ S(β)) ≤ β (A.4)

and the interval
λ∗ − S(β) ≤ λ ≤ λ∗ + S(β) (A.5)

is called "confidence limit".
The width of the confidence interval indicates how uncertain the sampled estimator values
or fitted coefficients are.

A Student t test is applied if the number of samples is small (lower than 200) and no normal
distribution can be used as probability density distribution. The test statistic t is

t =
x− µ0

s
·
√
N , (A.6)

where s is the dispersion of the real data from the sample of N measurements. A probabil-
ity density function of Student t distribution for −∞ < t <∞ has a mean of zero and for
n > 2 a spread of σ2 = n/(n−2), where the number of degress of freedom is n = (N−1).
The lobes are wider than for a Gaussian normal distribution and thus the levels of signifi-
cance are further away from the mean than for Gaussian normal distribution. The larger the
number of degrees of freedom, the more the Student t distribution approaches a Gaussian
normal distribution. The fewer data is available, the more difficult it becomes to reject a
hypothesis.
The deviation of a sample mean x (of N data sample points) from the mean µ0 of a hypo-
thetical population mean is statistically significant on a significance level of β, if

t =
|x− µ0|

s
·
√
N > tβ(n) ,with n = (N − 1) . (A.7)
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Rearranging the equation gives the confidence limits of the sample mean, which give the
range on both sides of xwithin which the expectation value µ0 of the underlying population
should be found under the given significance level:

x− tβ(n) · s√
N
≤ µ0 ≤ x+ tβ(n) · s√

N
(A.8)

or in form of error bars
µ0 = x± tβ(n) · s√

N
. (A.9)

A detailed description of the methods for statistical analyses can be found in Borrmann
(2012) and literature therein.





B List of Symbols

Abbreviations

ABL Atmospheric boundary layer
CBL Convective boundary layer
DC Dry chemiluminescence
EC Eddy-Covariance
EGER ExchanGE processes in mountainous Regions
FFT Fast Fourier transform
GPC Gas-phase chemiluminescence
ID Inner diameter
IOP Intensive observation period
ITC Integral turbulence characteristics
LAD Leaf area density
LAI Leaf area index
MAD Median Absolute Deviation
MPIC Max Planck Institute for Chemistry
PAI Plant area index
QA/QC Quality assurance and quality controle
RH Relative humidity
SL Surface layer
TK3 Third version of the "Turbulence Knight" (eddy-covariance soft-

ware)
TKE Turbulent kinetic energy
UV Ultraviolet
VOC Volatile organic compound

Chemical species

CO2 Carbon dioxide
H2O Water
NOx Nitrogen oxides
O3 Ozone
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Greek symbols

εx Correction factor for spectral flux correction
ν Kinematic viscosity
ρ Density of air
τ Time constant
σ Standard deviation

Latin symbols

Coxy Cospectrum of variables x and y
c Scalar component concentration
d Displacement height
E Saturation vapor pressure
e Vapor pressure
Fx Flux of variable x
f Natural frequency
fN Nyquist frequency
hc Canopy height
KH Turbulent diffusion coefficient for heat
L Monin Obukhov length
l Tube length
N Number of observations
n Normalized frequency
p Pressure/sampling path length
Pr Prandtl number
q Specific humidity
Ra Aerodynamic resistance to turbulent transport
Rb Quasi-laminar boundary layer resistance
Rc Surface resistance
rcut Cuticular resistance
rleaf Leaf resistance
rleaf,wet Leaf resistance for wet vegetation
rmes Mesophyll resistance
rsoil Soil resistance
rstom Stomatal resistance
rws Wet skin resistance
Re Reynolds number
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Recrit Critical Reynolds number
Sx Power spectrum of variable x
s Sensor separation length
Sc Schmidt number
T Actual temperature
Ti,x Specific transfer function of variable x, i ∈ {τ, p, s}
U Mean flow velocity in a tube
u, v, w, ui Components of the wind vector, i ∈ {1, 2, 3}
u∗ Friction velocity
vd Deposition velocity
w′c′ Vertical flux of scalar component
z Measurement height

Averages and indices applied on a variable Ψ

Ψm Measured component
Ψ Temporal mean
Ψ
′ Fluctuation (deviation from the mean)

Operators

∂ Partial differential-operator∫
Integral-operator∑
Sum-operator
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