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1. Motivation 
 
Anti-NMDA receptor encephalitis (NMDARE) is an autoimmune brain inflammation 
caused by IgG antibodies that specifically bind to the N-methyl-D-aspartate receptors 
(NMDAR) (Dalmau et al., 2019). While NMDARE is considered as a rare disease, it’s 
worth noting that human anti-NMDAR antibodies (NMDAR-Ab) were detected in up to 
1% of healthy individuals (Dahm et al., 2014, Lang and Pruss, 2017). This prevalence 
raises a potential concern: a considerable subgroup of pregnant women could be 
carrying NMDA-Ab and then transfer them to the fetus during pregnancy. NMDARs 
play a key role in long-term potentiation (LTP) and thus in modulating synaptic 
plasticity and in controlling memory functions (Luscher and Malenka, 2012, Li and 
Tsien, 2009). In humans, alterations in NMDAR have been linked to dementia and 
neurodegeneration (Wang and Reddy, 2017, Choi et al., 1988, Zhou et al., 2013) as 
well as psychotic experiences (Sterzer et al., 2018, Coyle, 2012). It has been well 
established that antibodies against NMDAR cause an internalization of the receptor 
and a disruption of their signaling (Masdeu et al., 2016, Kreye et al., 2016). Until today, 
the effect of the antibodies has been examined in cell culture and behavioral animal 
experiments. To our knowledge, no in-vivo electrophysiology or functional recordings 
have been conducted. The effect of the NMDAR-Ab on neural networks and cell 
communication in the brain is still unclear.  
 
Here, we ask whether NMDAR-Ab exposure due to maternofetal transfer leads to a 
persistent change in functional cortical networks. We used the murine model of in utero 
exposure to human recombinant anti-NMDAR antibodies (Jurek et al., 2019). We 
employed two-photon calcium imaging in the awake mouse in adulthood (P51), 
corresponding to early adulthood in humans. Specifically, we chose the primary visual 
cortex, as this permitted the recording of both spontaneous, task-free activity, which 
might represent the functional microarchitecture of a given network, as well as sensory 
evoked activity, indicating the precision of sensory processing. 
 
Although the field of calcium imaging and two-photon microscopy has existed since 
the 1990s, the analysis methods are still unstandardized, and datasets are frequently 
under-analyzed. Particularly, functional calcium imaging is a very powerful method that 
allows the capture of local circuit dynamics of hundreds of neurons simultaneously, 
yet with single-cell resolution. Therefore, it might be sensitive to capture also subtle 
network state changes (Arnoux et al., 2018, Ellwardt et al., 2018, Rosales Jubal et al., 
2021). To extract the most information out of calcium imaging datasets, a powerful 
and detailed analysis routine is paramount. While performing this study, we also 
focused our attention on currently available and popular calcium imaging analysis 
tools.  
 
Within the scope of this work, we also introduce new tools for calcium imaging analysis 
and quality control, allowing better and faster results and enabling the detection of 
subtle network changes. We also introduce near real-time analysis methods, paving 
the road towards closed loop interventions. 
 

  



2 
 

2. Zusammenfassung 
In dieser Arbeit haben wir die Langzeitauswirkungen von anti-NMDA-Rezeptor-
Antikörpern (NMDAR-Ab) auf die neuronalen Aktivitätsmuster untersucht. Diese IgG-
Antikörper binden an die N-Methyl-D-Aspartat Rezeptoren (NMDAR) und stören deren 
Funktion. Wenn sie im Liquor lokalisiert sind, können sie bei jungen Erwachsenen eine 
Entzündung des Hirngewebes verursachen und schwere neuropsychiatrische 
Symptome auslösen. NMDAR-Ab wurden bei bis zu 1 % von gesunden Personen 
nachgewiesen. Da sie die Blut-Plazentaschranke passieren können, ist ein bislang 
noch nicht erfasstes Risiko für den Fetus anzunehmen. Um die Auswirkungen der 
Antikörper zu untersuchen, haben wir ein Mausmodell mit maternofetal übertragenen 
humanen NMDAR-Ab verwendet. 51 Tage nach Geburt, was beim Menschen dem 
frühen Erwachsenenalter entspricht, haben wir in-vivo Zwei-Photonen 
Kalziumbildgebung bei wachen Mäusen durchgeführt. Um die geringsten 
Veränderungen in der Netzwerkdynamik mit Hilfe der Kalziumbildgebung erkennen zu 
können, mussten wir zuerst eine leistungsfähige und fein abgestimmte Analyse-
Pipeline entwickeln. 
 
Zunächst haben wir uns die derzeit verwendeten Analyseroutinen angesehen. Unter 
den möglichen Analysemethoden haben wir uns für einen halbautomatischen Ansatz 
entschieden, der für gute Präzision bekannt ist. Um zu verhindern, dass potenzielles 
Rauschen die Ergebnisse beeinträchtigt, haben wir unsere Analyse auf die 
Binarisierung von Kalziumtransienten gestützt. Zur Gewährleistung der Genauigkeit 
haben wir jeden Aspekt der Analysepipeline genau überprüft und 
Qualitätskontrollpunkte eingerichtet. Selbst kleinste Unzulänglichkeiten in der 
Analyseroutine können erhebliche Auswirkungen auf die Integrität der Ergebnisse 
haben. Zudem haben wir drei neue Tools für die Analyse von 
Kalziumbildgebungsdaten eingeführt. Zunächst haben wir StaAv Tool entwickelt, ein 
java-basiertes ImageJ-Plugin zur Verbesserung der Sichtbarkeit von Zellen in 
Intensitätsprojektionen. Dieses Plugin und sein Quellcode sind auf unserem GitHub 
öffentlich zugänglich. Zweitens haben wir zu der Entwicklung der Deep-Learning-
gestützten Segmentierungssoftware ViNe-Seg beigetragen. ViNe-Seg ist ebenfalls 
öffentlich auf GitHub verfügbar. Letztens haben wir Mask RCNN verwendet, um eine 
Echtzeit-, Frame-by-Frame-Analyse zu testen. Um die Nutzung dieser Software zu 
vereinfachen, haben wir eine intuitive Benutzeroberfläche entwickelt, die darauf 
ausgelegt ist, die Benutzerfreundlichkeit zu verbessern. Unsere Implementierung des 
Modells erwies sich als sehr leistungsfähig und war in der Lage, sowohl Gefäße als 
auch Neuronen selbst in Einzelbildern mit niedrigem Signal zu erkennen. 
 
Um auf den neurophysiologischen Aspekt dieser Arbeit zurückzukommen, hat unsere 
Analyse gezeigt, dass die vorübergehende in utero Exposition zu NMDAR-Ab auch 
mehr als 7 Wochen nach der Geburt noch einen erheblichen Einfluss auf das 
Netzwerk haben kann. Bei den exponierten Tieren sind die untersuchten kortikalen 
Netzwerke durch mehrere subtile Defizite und Abweichungen vom normalen, 
gesunden Netzwerk gekennzeichnet. Diese Veränderungen können in drei 
Hauptpunkte eingeteilt werden:  

I. Die homogenen Auswirkungen von NMDAR-Ab auf spontane Aktivität. 
Die exponierten Netzwerke zeigten eine reduzierte Spontanaktivität und ein 
„bursty“ Aktivitätsmuster. Die Auswirkungen der Antikörper sind jedoch eher 
homogen und betreffen alle erregenden Neuronen gleichermaßen. Dies 
steht im Gegensatz zu vielen anderen neurologischen Erkrankungen, wie 
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z.B. der Alzheimer-Krankheit oder der Multiplen Sklerose, bei denen nur 
eine Teilpopulation der Neuronen Unterschiede aufweist. Die Homogenität 
der Auswirkungen erklärt auch, warum die funktionelle Konnektivität der 
exponierten Netzwerke scheinbar unverändert ist. Konnektivitätsanalysen, 
wie diese, die in dieser Studie verwendet wurde, hängen von den relativen 
Maßen der Aktivitätskorrelation ab. Wenn die Auswirkung im gesamten 
Netzwerk gleichmäßig ist, sind Veränderungen in der funktionellen 
Konnektivität möglicherweise nicht nachweisbar. 

II. Veränderte Verarbeitung von visuellen Afferenzen. Die Exposition zu 
NMDAR-Ab führte nicht nur zu einer höheren Orientierungsselektivität der 
einzelnen Neuronen, sondern beeinflusste auch, wie das Netzwerk visuelle 
Afferenzen codiert. Da das visuelle Stimulationsschema in dieser Studie 11 
zufällige Versuche umfasste, ermöglichte die Durchschnittsbildung der 
hervorgerufenen Aktivitätsmuster die Beurteilung der Ähnlichkeit der 
Reaktionen auf verschiedene Stimuli. Dies zeigte eine Reduktion der 
rezeptiven Felder der Neuronen, wobei ein signifikanter Prozentsatz des 
Netzwerks nur auf eine einzige Orientierung reagierte. Daher wiesen die 
exponierten Netzwerke im Gegensatz zum gesunden eine reduzierte 
Ähnlichkeit in den hervorgerufenen Aktivitätsmustern auf. Dennoch konnten 
diese Veränderungen in der visuellen Verarbeitung immer noch eine 
effiziente Codierung widerspiegeln. Die exponierten Netzwerke zeigten 
immer noch eine Neigung zu kardinalen Orientierungen. Dies ist ein Effekt, 
von dem angenommen wird, dass er den visuellen Netzwerken hilft, eine 
effiziente Kodierung der visuellen Afferenzen aufrechtzuerhalten. 

III. Dissoziation von neuronalen Populationen. Die spontane Aktivität 
kortikaler Netzwerke wird als sehr wichtig angesehen, da sie sowohl eine 
Wiederholung früherer Erlebnisse als auch eine Antizipation oder 
Vorhersage neuer Eingaben umfasst. In gesunden Netzwerken sind die 
meisten Zellen sowohl an spontanen Aktivitätsmustern als auch an der 
Verarbeitung visueller Afferenzen beteiligt. In NMDAR-Ab-exponierten 
Netzwerken trennen sich diese beiden Populationen dagegen. Die spontan 
aktiven Zellen tragen zu keiner visuellen Verarbeitung bei, und diejenigen, 
die dies tun, sind nicht spontan aktiv. Diese Trennung kann dazu führen, 
dass das Netzwerk bekannte Erfahrungen als neu und 
aufmerksamkeitsbedürftig markiert, was sehr überwältigend sein kann. 

 
Einige dieser Ergebnisse deuten auf eine zugrundeliegende Verschiebung des E/I-
Gleichgewichts in Richtung erhöhter Hemmung hin. Da die inhibitorischen Teile des 
Netzwerks auch eine wichtige Rolle bei der Modulation des Aktivitätsprofils der 
exzitatorischen Zellen und ihrer Orientierungseinstellung spielen, sollten zukünftige 
Studien die gleichzeitige Kalziumbildgebung sowohl der inhibitorischen als auch der 
exzitatorischen Zellen umfassen. Unsere Daten zeigen, dass die Effekte der 
Antikörper-Exposition offenbar auch bei erwachsenen Tieren noch nachweisbar sind. 
Dennoch zeigen vergleichbare Studien, dass sich Verhaltensveränderungen im 
Erwachsenenalter auflösen könnten. Dies deutet darauf hin, dass die Exposition im 
Mutterleib möglicherweise als erster Schlag wirkt, der zu einem anfälligen Netzwerk 
führt, das leicht in einen totalen Zusammenbruch gedrängt werden kann. Daher 
könnte es sinnvoll sein, Verhaltenstests und mögliche zweite Umwelteinflüsse in 
zukünftige Studien einzubeziehen. Am wichtigsten ist es jedoch, dass die Dissoziation 
von spontaner und visuell evozierter Aktivität in der prädiktiven Kodierungstheorie, 
einem wichtigen theoretischen Rahmen der Psychose, eine Rolle spielt. Die 
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Erforschung dieses Effekts der Antikörperexposition kann dazu beitragen, unser 
Wissen über die Entstehung psychotischer Symptome nicht nur bei durch NMDAR-Ab 
verursachten Störungen wie NMDARE zu verbessern, sondern auch bei vielen 
anderen Erkrankungen. 
 
 
Zusammenfassend stellt diese Arbeit einen wesentlichen ersten Schritt dar, um die 
Auswirkungen der NMDAR-Ab-Exposition zu verstehen. Die Fokussierung auf den 
zugrundeliegenden Übergang zu maladaptiven Netzwerkzuständen und 
Veränderungen in der Verarbeitung sensorischer Reize kann zur Entwicklung einer 
netzwerkbasierten Theorie neuropsychiatrischer Störungen beitragen. Dies könnte 
schließlich zu besseren und effektiveren Behandlungen und netzwerkbasierten 
Interventionen führen. 
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3. Introduction 
 

3.1. The intricate interplay between the immune system and the brain 
Both the central nervous system (CNS) and the immune system are very complex 
systems that can have an influence on each other. For instance, the CNS can directly 
influence the selectivity of T-regulatory cells via catecholamines such as dopamine 
(Kipnis et al., 2004). One very relatable example illustrating the profound impact of the 
immune system on the CNS is the phenomenon of sickness behavior (Filiano et al., 
2015). During acute infections, the cytokines secreted by immune cells interact with 
the brain and modify behavior, promoting adaptive responses that might help in 
combating the infection (Dantzer et al., 2008). These responses may encompass 
reduced water and food consumption, decreased physical activity, and a diminished 
inclination towards social interaction. Despite years of research, the full extent of the 
interactions between the brain and the immune system is still not fully known.  
 
Historically, the brain was regarded as an immune-privileged organ, shielded from the 
systemic immune response by the blood-brain barrier (BBB) (Carson et al., 2006, 
Muldoon et al., 2013, Erickson and Banks, 2018). In recent years, a myriad of new 
studies points to the fact that the influence of the immune system on brain functions 
and cognition is greatly understated. A nation-wide study of 3.56 million individuals in 
Denmark showed that a prior hospitalization for an autoimmune disorder or an 
infection increased the risk for subsequent mood disorder diagnosis by 45% and 62% 
respectively (Benros et al., 2013). For some neurological disorders with a relatively 
high prevalence such as major depressive disorder and schizophrenia, among others, 
there is a flood of epidemiological and clinical studies linking them to an activation of 
the immune system (Carvalho et al., 2013, Muller, 2018, Cullen et al., 2019, Konsman, 
2019, Miller et al., 2021). Some patients diagnosed with schizophrenia were found to 
test positive for anti-NMDAR antibodies, at least during the first episode (Dalmau et 
al., 2019, Teixeira et al., 2017). Some studies show strong benefit of 
immunomodulation therapies and a lack of efficacy of antidepressants or 
antipsychotics in some cases (Carvalho et al., 2013, Muller, 2018, Konsman, 2019, 
Kohler-Forsberg et al., 2019, Kappelmann et al., 2018, Balu, 2016). Therefore, a few 
studies argue that some antipsychotic medications are in-part beneficial because of 
their immunosuppressive effect. In a recent study, researchers were able to predict an 
autism spectrum disorders (ASD) diagnosis with an accuracy of 90% by analyzing the 
blood levels of biomarkers for cuproptosis, a form of programmed cell death involving 
excess intracellular copper (Zhou and Gao, 2022). It has been long believed that ASD 
could underlie a form of immunological disorder. In this case, it is possible that gene 
mutations in cuproptosis are the cause of immunoactivity. Taken together, it is not 
surprising that some hard to manage neurological disorders could have some 
immunological factors in play. 
 

3.1.1. Blood-brain barrier  
Unlike all other organs, the blood supply of the brain is unique in two aspects (Trepel 
et al., 2015): I) Most organs like the liver, lungs, and kidney have a hilus, which is a 
depression or an opening, through which blood vessels and nerves enter the organ. 
The brain, on the other hand, has a large network of arteries that run along its surface 
in the sulci and other grooves and then enter it from all directions. II) While various 
tissues in the human body, including heart, lungs, skeletal muscles, and fat tissues all 
possess continuous capillaries, the brain's capillaries stand out for their unique 
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characteristics. They feature tightly woven endothelial cells with highly pronounced 
tight junctions (a multiprotein complex that tightly anchors cells together), creating a 
robust seal between them. In the human body, there are primarily three types of 
capillaries that have evolved to efficiently regulate the transport of molecules from the 
bloodstream to the parenchyma of organs. These include continuous capillaries, 
where endothelial cells are interconnected through adhesion proteins; fenestrated 
capillaries, which share similarities with continuous capillaries but are distinguished by 
small pores or "fenestra" in their membranes; and discontinuous capillaries, 
characterized by substantial gaps within their walls. Typically, the intercellular spaces 
between endothelial cells in continuous capillaries are loosely sealed by tight 
junctions. This allows for the passive passage of water, glucose, and other small, 
lipophobic molecules. However, the brain’s capillaries differ significantly due to their 
high density of tight junctions, which effectively seals the intercellular spaces, 
preventing the passage of most molecules. This unique feature plays a crucial role as 
a part of the blood-brain barrier (BBB). 
 
The tightly packed endothelial cells, their basement membrane and the astrocytes 
end-feet that wrap around the capillary and closely cover it, form the three layers of 
the BBB (Trepel et al., 2015).  The BBB with its selective permeability controls the 
influx of many molecules, antibodies, and immune cells, maintaining the unique 
microenvironment of the brain. Only very small lipophilic molecules, such as oxygen 
and carbon dioxide, can still diffuse freely across the BBB - all other molecules require 
carrier proteins for passage. The astrocytes have immunological functions, discussed 
in the next section, in addition to their role in the BBB structure. With the help of some 
key protein complexes and transporters, astrocytes act as a link between blood 
vessels and brain parenchyma. They can, for example, regulate the water and ion 
homeostasis by Aquaporin-4 (Mader and Brimberg, 2019). Astrocytes can also affect 
the contraction and dilation of capillaries and arterioles, thereby regulating blood flow, 
based on the activity of nearby neurons (MacVicar and Newman, 2015). This change 
in blood flow, in addition to the change in blood oxygenation level, underlies the 
detection of neuronal activity through blood-oxygen-level-dependent (BOLD) imaging 
in functional magnetic resonance imaging (fMRI) (Glover, 2011).  
 

3.1.2. The role of immune cells in the brain 
The BBB imposes a challenge for immune cells to conventionally wander into brain 
tissue and monitor for pathogens. Instead, a diverse array of specialized immune cells 
is found within the CNS, including microglia, astrocytes, and perivascular 
macrophages. Microglia are a type of macrophages that account for about 10-15% of 
cells in the CNS. They constantly survey for pathogens and act as the first line of 
defense in the brain. Microglia are very sensitive to the presence of anything that might 
affect neurons, such as plaques, synaptic proteins and infections antigens. During 
their surveillance they also clean up any remains from damaged neurons and 
synapses, therefore they are known as the “housekeepers” of the CNS. Once they 
become activated by the detection of harmful substances, they can secrete IFN-γ and 
alert nearby microglia, converting them to antigen presenting cells. They produce an 
array of cytokines and chemotactic substances that recruit other immune cells and 
enables them to cross the BBB. IFN-γ can lead to the decrease in tight junctions in 
endothelial cells and increase the permeability of the BBB (Bonney et al., 2019). 
Microglia have a dual effect on the permeability of the BBB. They can either express 
the tight junction protein Claudin-5 and make contact with vessels to maintain an intact 
BBB, or they can phagocyte astrocytes’ end-feet to increase permeability. Damage in 
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the BBB can also lead to the release of cytokines and chemotactic substances that 
attract immune cells to the CNS. 
 

3.1.3. Antibodies in the adult and fetal brain  
Antibodies are primarily produced by differentiated B-cells (plasma cells) in the bone 
marrow, lymph nodes, spleen and other lymphatic tissues, and then circulate in the 
blood (Boothby et al., 2022, Slifka et al., 1995, Morris, 2021). Under normal 
circumstances, antibodies can’t cross the BBB and reach the brain. During 
neuroinflammatory diseases, however, the BBB can be opened in a controlled manner 
for the passage of antibodies. Microglia can regulate the permeability of the BBB as 
mentioned previously. Immune cells such as CD4+ T-lymphocytes can also increase 
the permeability of the BBB by the secretion of IFN-γ (Iwasaki, 2017). Injury or damage 
to the BBB can allow circulating antibodies to reach brain parenchyma as well. The 
exact mechanism, in which anti-neuronal antibodies can cross the BBB in autoimmune 
encephalitis, is not yet discovered. However, there are some theoretical alternative 
routes in which antibodies can reach brain parenchyma (Platt et al., 2017). One of 
those routes might be the Blood–Cerebrospinal Fluid Barrier (BCFB). This barrier is 
similar to the BBB, but less tightly regulated than the latter. In experimental 
autoimmune encephalitis, TH-17 lymphocytes are able to cross the BCFB days before 
they can cross the BBB. Therefore, it is suggested that antibodies might also be able 
to cross the BCFB easily and faster and reach brain parenchyma. 
 
During development, the embryo and fetus don’t have a fully functional immune 
system, which is able to produce antibodies to fight potential pathogens (Hussain et 
al., 2022). Instead, the developing organism relies on the immunity of the mother and 
the maternofetal (or placental) transfer of IgG antibodies. Some studies suggest that 
fetus can start to produce antibodies in the last stages of pregnancy (Hayward, 1983).  
But most of the produced antibodies are against maternal antigens and are from the 
IgM type, which is a “rough draft” of antibodies that have low affinity to their target. The 
placental transfer of antibodies starts approximately in the 13th gestational week in 
humans (Pierzynowska et al., 2020, Palmeira et al., 2012) or around the 15th 
gestational day in mice (E15) (Appleby and Catty, 1983). The development of the BBB 
seems to depend on many factors and seems to start as early as at the 8th gestational 
week in humans. The BBB only becomes fully functional in later stages of pregnancy, 
i.e. in the third trimester in humans and at a similar stage in mice (Haddad-Tóvolli et 
al., 2017). This suggests that during the early stages of pregnancy, maternal 
antibodies might still be able to cross the not yet fully developed BBB and reach brain 
parenchyma. Hence, anti-neuronal antibodies, such as NMDAR-Ab, could have an 
effect on the developing brain. 

 
3.2. Autoimmune encephalitis 
Autoimmune encephalitis, often abbreviated as AE, are a group of brain inflammation 
disorders that are caused by the production of antibodies that target neuronal or 
synapse-specific proteins (Heine et al., 2023, Prüss, 2021). The clinical presentation 
of AE can be polymorphic, depending on the specific antibodies and subtype of AE, 
often mimicking psychiatric, neurological, and infectious conditions at the same time, 
which could lead to misdiagnoses and delayed intervention (Graus et al., 2016). 
Usually, they can be managed with immunomodulation and supportive care. These 
conditions can currently be classified into two subgroups (AMBOSS GmbH, 2023): 
classical paraneoplastic and facultative paraneoplastic AE. 



8 
 

3.2.1. Classical paraneoplastic AE 
Classical paraneoplastic AE are almost always tumor associated, usually with 
aggressive tumors such as small-cell lung cancer, breast carcinoma, Hodgkin-
Lymphoma, etc., and rarely occur without one (Heine et al., 2023, Braczkowski et al., 
2023). They usually start with the tumor cells producing and presenting antigens 
similar to neuronal structures. Then, as a part of the immune reaction against the tumor 
cells, some antibodies produced against those tumor antigens can also target and 
affect neurons. In some cases, the tumor cells themselves produce antibodies that 
target neuronal structures, like in macroglobulinemia (Baehring et al., 2008). In both 
cases, the binding of antibodies to neuronal structures leads to an activation of 
cytotoxic T-cell response and brain inflammation. Those antibodies tend to target 
intercellular structures in neurons and there is already a handful of well-characterized 
antibodies (Anti-Hu, Anti-Yo, etc.) and another few of rarer and less characterized 
ones (Anti-ANNA-3, Anti-PCA-2, etc.) identified.  
 

3.2.2. Facultative paraneoplastic AE 
Facultative paraneoplastic AE, on the other hand, can occur without any clear link to 
tumors (AMBOSS GmbH, 2023). In fact, some of these conditions occur more 
idiopathically rather than as paraneoplastic syndrome (Titulaer et al., 2013, Xu et al., 
2020b, Gong et al., 2021), and, therefore, could be considered more of a true 
autoimmune disorder. Interestingly, unlike classical paraneoplastic AE, the targets of 
the immunoactivity are surface structures. The most prevalent form is the anti-NMDA 
receptor encephalitis (NMDARE), with antibodies that target NMDA receptors. In some 
other forms, the target could be AMPA receptors, GABA receptors or voltage-gated 
ion channels. 
 

3.3. Anti-NMDA receptor encephalitis 
NMDARE was first described in 2007 in a case report of 12 female patients with 
ovarian teratoma (Dalmau et al., 2007). This condition arises when antibodies 
mistakenly target NMDARs in the brain, resulting in a wide range of neurological and 
psychiatric symptoms. Although NMDARE is a rare disorder, it is the most prevalent 
form of AE. Epidemiological studies showed that NMDARE can occur in individuals 
without underlying tumors. The condition predominantly affects females in 
adolescence and young adulthood, making early diagnosis and intervention crucial for 
effective treatment. 
 

3.3.1. Epidemiology 
Due to the recent discovery of the disease, no definitive epidemiological data exist yet. 
The increased awareness of NMDARE has led to an increase in the number of 
diagnosed patients in recent years. A multicentric study from 2011 by Dalmau et al. 
(2011) was able to identify over 400 patients in 3 years. Another study from a single 
medical center in Taiwan identified 24 patients retrospectively from 2009 to 2017 
(Kong et al., 2019). NMDARE is apparently more prevalent in children and young 
adults. Almost 80% of identified patients are females (Dalmau et al., 2019). The exact 
percentage of tumor associations seems to differ from one center to the other and 
depends on the age of the patient. Therefore, it is advised to screen for teratomas in 
young female patients. 
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3.3.2. Pathophysiology 
The effect of the antibodies isolated from NMDARE patients has been examined in 
cell culture and mouse model (Dalmau et al., 2019). Studies showed that NMDAR-
Abs bind to the GluN1 subunit of the receptors and crosslink them (Kreye et al., 2016, 
Masdeu et al., 2016). This leads to altered surface dynamics of NMDARs and 
disrupted interaction with other synaptic proteins. One such protein is the Ephrin type-
B receptor 2 (EPHB2R), which plays a very important role in the clustering of NMDA 
receptors and synaptic organization (Liu et al., 2008). Eventually, the crosslinked 
NMDARs get internalized, leading to a decrease of NMDARs’ synaptic density 
(Masdeu et al., 2016, Kreye et al., 2016). On the network level, the effects of the 
antibodies have been shown to potentially affect the structural development of the 
network, as they can reduce dendritic branching and impair dendritic maturation 
(Okamoto et al., 2022). 
 

 
Figure 1: Clinical presentation of NMDARE at various stages.  

The disease typically starts in a prodromal phase of about one week with viral-infection-like symptoms. 
In the following days, patients’ condition worsens, and they can develop psychiatric symptoms. Some 
patients show neurological and autonomic symptoms and may even go into a coma. At the final stage, 
patients can start to gradually recover with a significant portion of them having prolonged deficits that 
can last for years or never improve. Adapted from (Dalmau et al., 2019) with permission. 

 

3.3.3. Symptoms 
The course of the disease is divided into 4 or 5 phases (Figure 1), depending on the 
literature being followed, although an atypical course is not uncommon. Approximately 
70% of patients initially develop viral-infection-like symptoms (prodromal phase) that 
can last up to 2 weeks. After that, it rapidly changes to a schizophrenia-like psychosis 
that could be accompanied by seizures (psychotic and/or seizure phase). Some 
patients could even develop memory loss. Yet, due to such patients also developing 
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speech difficulties, memory loss can remain unnoticed. At the next phase (autonomic 
dysfunction phase), patients can start showing autonomic dysfunction and may require 
life-support. After some time, the patients start to gradually recover from the disease, 
but some symptoms may not clear up completely and a relapse into a new episode is 
not uncommon. Many patients exhibit prolonged neurological and psychiatric 
symptoms even after immunomodulatory treatment, with long-term cognitive deficits 
affecting up to two thirds of all patients (Heine et al., 2021). 
 

3.3.4. Diagnostics 
NMDARE is generally diagnosed by testing for a high level of anti-NMDAR antibodies 
in blood and liquor samples, while screening for tumors and excluding other causes of 
the symptoms. A clear consensus on diagnostic criteria (Panel 1) was first established 
in 2016 (Graus et al., 2016). Unfortunately, MRI and PET scans showed an insufficient 
sensitivity for NMDARE, so the diagnosis still heavily relies on screening for anti-
NMDAR antibodies. On the other hand, electroencephalogram (EEG) can show 
abnormalities in up to more than 90% of patients and is therefore included in the 
diagnostic criteria. 
 

 
Panel 1: Criteria for diagnosing NMDARE.  

The diagnosis of NMDARE can be classified as probable or definite depending on the number of met 
criteria. Testing for antibodies should always include testing of cerebral spinal fluid (CSF), since the 
presence of antibodies in the serum is less conclusive. GluN1 is the glycine-binding subunit of NMDAR. 
Adapted from Graus et al. (2016) with permission. 

 

Probable anti-NMDA receptor encephalitis: 
Diagnosis can also be made in the presence of three of the groups below of 
symptoms accompanied by a systemic teratoma 

1. Rapid onset (less than 3 months) of at least four of the six following major 
groups of symptoms: 

• Abnormal (psychiatric) behavior or cognitive dysfunction 

• Speech dysfunction (pressured speech, verbal reduction, mutism) 

• Seizures 

• Movement disorder, dyskinesias, or rigidity/abnormal postures 

• Decreased level of consciousness 

• Autonomic dysfunction or central hypoventilation 
2. At least one of the following laboratory study results: 

• Abnormal EEG (focal or diffuse slow or disorganized activity, epileptic 
activity, or extreme delta brush) 

• CSF with pleocytosis or oligoclonal bands 
3. Reasonable exclusion of other disorders 

 
 
Definite anti-NMDA receptor encephalitis 
Diagnosis can be made in the presence of one or more of the six major groups of 
symptoms and IgG anti-GluN1 antibodies, after reasonable exclusion of other 
disorders. 
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3.3.5. Therapy 
The best treatment for tumor associated NMDARE is the removal of the tumor. 
Currently, the first line of therapy is immunomodulation and is recommended for all 
patients. This includes high-dose steroids, intravenous immunoglobulin, or 
plasmapheresis. In the case of a weak or absent response to the first-line treatment, 
targeted B-cell therapy with Rituximab is recommended. In five very severe cases, one 
center tried eliminating the source of the antibodies, i.e., short- and long-lived plasma 
cells, with Bortezomib and noticed an improvement in the patients after a couple of 
treatment cycles. Depending on the symptoms of the patient, other supportive 
therapies could also be indicated. These could include antipsychotic therapy for 
patients with psychiatric symptoms, antiepileptic therapy in the presence of seizures, 
or life-support and intensive monitoring in the case of bad autonomic dysregulation 
and/or loss of consciousness.  
 

3.3.6. Prognosis 
The long-term effect of the disease is not yet fully clear. Recovery may be gradual, 
and some patients don not recover completely, exhibiting prolonged neurological 
disabilities. Furthermore, a relapse into a new episode of NMDARE is possible. Early 
diagnosis and prompt initiation of appropriate treatment can significantly improve the 
prognosis. In many cases, especially those diagnosed and treated early, patients can 
experience substantial recovery and return to normal or near-normal functional state. 
In 2019, Balu and colleagues introduced a score system to predict the outcome of the 
disease after 1 year of symptoms onset (Balu et al., 2019). This model uses a 5 points 
system and is called the anti-NMDAR Encephalitis One-Year Functional Status 
(NEOS) score. In this system, a point is awarded to each of the following criteria: 

- Requirement for ICU admission.   
- Delayed treatment of 4 weeks after symptom onset. 
- Absence of improvement within the first 4 weeks treatment. 
- Abnormal brain MRI.   
- Elevated white blood cell count in CSF (>20 cells/ml). 

 
The score can range from 0 to 5, with a score of 5 correlating with the worst 1-year 
functional outcome. Although the NEOS was developed from analyzing the outcomes 
of adult patients, it could also be reliable for children with NMDARE, according to later 
independent studies (Loerinc et al., 2021, Nikolaus et al., 2023).  
 

3.4. NMDA Receptors 
NMDARs are one of the 3 types of ionotropic glutamate receptors (Brandes et al., 
2019). The naming of the receptors comes from the agonist N-methyl-D-aspartate. 
NMDA binds selectively to those, distinguishing them from the two other glutamate 
receptors, AMPA and Kainate receptors. NMDARs are postsynaptic receptors that can 
be found throughout the CNS, most notably in the cortex and hippocampus. Their 
structure is typically a heterotetramer composed of two glycine-binding (GluN1) and 
two glutamate-binding (GluN2) subunits (Yamamoto et al., 2015, Salussolia et al., 
2011). Therefore, both glutamate (Glu) and glycine act as agonists for the receptors. 
When activated, NMDARs allow an outflux of K+ and an influx of Na+ and Ca2+ ions.  
 
Under resting membrane potential, Mg2+ ions can bind to the NMDAR and block it 
(Brandes et al., 2019). Only after a high depolarization, Mg2+ unblock the receptors 
and allow the influx of Ca2+ (Figure 2). This makes NMDA receptors play a very 
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important role in long-term potentiation (LTP) and thus a key role in modulating 
synaptic plasticity and controlling learning and memory functions. LTP is a complex 
process that leads to the strengthening of synaptic connections between neurons 
(Cooke and Bliss, 2006). The influx of Ca2+ by NMDAR triggers an internal cascade of 
proteins and processes that lead to an increment of neuroreceptors at the postsynaptic 
membrane (Figure 2). These changes in receptor density increase the sensitivity of 
the postsynaptic cell and make transmission of signals between neurons more 
efficient. Consequently, the neural circuit can respond similarly to identical stimuli in 
the future, facilitating the encoding of information and the formation of memories. 
 
NMDARs have been found to be involved in many neurological disorders. Their 
dysfunction has been linked to dementia and neurodegeneration due to hyperactivity 
(excitotoxicity). NMDAR dysfunction and a shift towards increased excitation is 
implicated in ASD (Lee et al., 2015, Canitano and Palumbi, 2021). Most notably in 
schizophrenia, it is widely believed that disruption of NMDAR signaling plays a role in 
the pathophysiology (Steullet et al., 2016, Teixeira et al., 2017).  
 
 
 

 
Figure 2: NMDA receptors’ gating and their role in long-term potentiation.  

The gating of NMDARs depends heavily on the membrane potential of the cell (left). Under resting 
membrane potential and lack of neurotransmitter (Glu or glycine), the receptors are closed. When bound 
to by neurotransmitter, they change conformation and open, allowing Mg2+ to reach an internal binding 
site. The receptors are thus blocked by Mg2+ and don’t allow the passage of ions. Only when the cell is 
depolarized, Mg2+ leaves the internal site and allows the influx of Ca2+ and Na+ and the outflux of K+. 
The influx of Ca2+ can then play a role in LTP (right). During this process, the presynaptic neuron 
releases glutamate into the synaptic cleft. Glutamate binds to AMPA and NMDA receptors on the 
postsynaptic neuron, leading to depolarization and influx of Ca2+. This triggers a cascade of molecular 
events, including the activation of protein kinases and the insertion of additional receptors on the 
postsynaptic membrane. Figure created with BioRender.com. 
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3.5. Basics of functional calcium imaging 
Over the years, the field of neuroscientific research has evolved to recognize the role 
of single neuron interactions in the network instead of the idea that large parts of the 
brain are solely responsible for a specific function (Altahini et al., 2023, Zatka-Haas et 
al., 2021, Steinmetz et al., 2019, Singer, 2009). This recognition comes from the 
advancements in the tools used for studying complex interactions within neural 
networks. At the top of the list of such transformative tools are functional calcium 
imaging and two-photon microscopy. Calcium imaging is a microscopy technique to 
measure the calcium concentration of cells. It was first used to study the activity of 
neurons in the 1980s (Grienberger and Konnerth, 2012). Almost 10 years later, the 
development of two-photon microscopy allowed for imaging in highly diffracting 
tissues, like the brain. The two techniques were first combined in 2015 to examine the 
activity of astrocytes during seizures in vivo (Russell, 2011, Tian et al., 2005). With the 
advancements in the field of multi-photon microscopy and calcium indicators, calcium 
imaging is the state of the art when it comes to in vivo multi-neuronal imaging. 
Compared to other methods for examining a large number of neurons simultaneously, 
such as electrophysiology recordings using probes, calcium imaging is less invasive 
and offers a single cell resolution.  
 

3.5.1. Calcium ions in neurons 
Calcium imaging can measure the relative change of Ca2+ over time. Neurons typically 
have around 100 nM Ca2+ that can rise up to 100x during activity (Gleichmann and 
Mattson, 2011, Grienberger and Konnerth, 2012). Ca2+ ions are involved in many 
processes like the release of neurotransmitters and the modulation of synaptic 
plasticity as mentioned above. Most importantly, they serve as a second messenger, 
conveying the change in membrane potential to intracellular machinery (Gleichmann 
and Mattson, 2011). This key aspect allows the use of the rapid, yet transient 
increment of free cytosolic Ca2+ concentration as a proxy for action potentials and 
neuronal firing.  
 
The low intracellular concentration of Ca2+ in activity free phases is maintained by 
active pumps that transport calcium ions out of the cell, namely by the Plasma-
Membrane Ca2+-ATPase (PMCA) and the Na+/Ca2+ Exchanger (NCX) (Berridge et al., 
2003). In addition, Ca2+ is stored in the endoplasmic reticulum (ER) and mitochondria 
and is actively transported into them by the Sarcoendoplasmic Reticulum Ca2+-
ATPase (SERCA) and the Mitochondrial Uniporter, respectively. Each of those pumps 
has a different transport rate and affinity, which enables the cell to react efficiently to 
a wide range of Ca2+ concentrations. Stored Ca2+ is then slowly released from the 
mitochondria by the NCX to be stored in the ER or exported outside of the cell. The 
rapid rise of Ca2+ concentration, on the other hand, can result from the influx by the 
opening of voltage gated Ca2+ channels (VGCC), which react to the depolarization of 
the cell (Catterall, 2011). Similarly, ryanodine receptors can be activated by the 
excitation of the cell and release stored Ca2+ from the ER. The influx of Ca2+ can also 
directly result from the activation of Ca2+ permeable receptors like ionotropic glutamate 
(iGluR) receptors, nicotinic acetylcholine receptors (nAChR) or transient receptor 
potential (TRP) channels (Berridge et al., 2003, Shen and Yakel, 2009). While iGluR 
and nAChR are activated by neurotransmitters, TRP channels can be activated by 
many chemical, mechanical or thermal stimuli (Zheng, 2013). 
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3.5.2. Calcium indicators 
Calcium indicators are molecules that increase in fluorescence when they bind to Ca2+, 
therefore transforming changes in the ions’ concentration into measurable light signals 
(Grienberger and Konnerth, 2012). As mentioned above, the activation of neurons 
leads to a high influx of Ca2+. Calcium indicators can be used to detect this rapid 
change in intracellular Ca2+ concentrations and indirectly detect action potentials. In 
1985, Grynkiewicz and colleagues introduced Fura-2 as the first calcium indicator to 
be widely used for imaging (Grynkiewicz et al., 1985). Since then, the development of 
new and better indicators continued. The various indicators differ in their excitation 
and emission wavelength, affinity to Ca2+, strength of fluorescence, and kinetics (Lohr 
et al., 2021). There are mainly two types of calcium indicators: synthetic or chemical 
indicators and genetically encoded calcium indicators (GECI).  
 
Synthetic indicators, such as Oregon Green Bapta-1 (OGB-1), consist of a calcium-
sensitive chelator and a fluorophore. These dyes are usually lipophilic, and thus, they 
can be loaded into the cells or directly injected inside them to be used immediately for 
imaging (Paredes et al., 2008). Another advantage of OGB-1 specifically, is the linear 
change in fluorescence with increasing number of action potentials (Hendel et al., 
2008). This was demonstrated by simultaneous two-photon calcium imaging and patch 
clamp recordings (Rochefort et al., 2009). The downside of chemical indicators is their 
limited ability to target a specific subpopulation of cells, for example only excitatory 
neurons.  
 
GECIs, on the other hand, consist of the fusion of one or more fluorescent proteins 
with Ca2+ binding sites. By the combination of the right viral vector and promotor 
(Altahini et al., 2023, Oh et al., 2019), GECIs can be used to induce targeted 
expression in specific cell types or to even produce transgenic animals. Thus, GECIs 
are a very powerful tool for in vivo imaging of cellular activity, not only in neurological 
circuits, but also in many physiological processes (Mollinedo-Gajate et al., 2019, 
Kaestner et al., 2014). In neuroscience, the family of GCaMP indicators is most widely 
used (Dana et al., 2019). They consist of circularly permuted Green Fluorescent 
Protein (cpGFP), a calcium-binding protein calmodulin (CaM) and CaM-binding M13 
domain (Akerboom et al., 2009). The binding of Ca2+ causes the CaM and M13 to 
change conformation and overlap, blocking H+ from entering the GFP (Figure 3A). This 
causes GFP to increase in fluorescence. Although GCaMP indicators are a very 
powerful tool to target specific local circuits and neuron types, they do not provide a 
linear signal to action potentials (Fu et al., 2021, Zhang et al., 2023).  
 

3.5.3. Two-photon microscopy 
The first two-photon microscope was developed by Winfried Denk and James Strickler 
in the 1990 (Denk et al., 1990). At the heart of two-photon microscopy lies the principle 
of multiphoton or nonlinear excitation. Instead of employing a single high-energy 
photon to excite a fluorescent molecule, multiphoton microscopy can utilize two or 
more lower-energy photons that have to be absorbed simultaneously, i.e. within 10-15 
seconds (Göppert-Mayer, 1931). This approach provides several key advantages: 
deeper tissue penetration, reduced scattering and absorption, and minimized 
photodamage to the imaged sample (Denk and Svoboda, 1997). Also, because the 
two-photon excitation can only occur at the focal point of the system, background 
fluorescence from the sample can be reduced and the imaging quality can be 
improved (Figure 3B). A typical two-photon imaging system would consist of a laser as 
a light source, a scanner system, and a light detection system (Figure 3C). The laser 



15 
 

needs to be powerful enough to deliver the light intensity necessary for two-photon 
absorption. Titanium-sapphire (Ti:Sa) lasers are most commonly used in biomedical 
research, since they produce high intensity light pluses in range from 640 to 1040 
nanometers with a high repetition rate (Steele et al., 1991, Fu et al., 2021). The 
scanner is not very different from confocal microscope scanners, although some 
adjustments need to be made for the different laser source (Denk and Svoboda, 1997). 
Lastly, photomultiplier tubes (PMTs) are the typical detectors in two-photon 
microscopes, because of their very high sensitivity capability of detecting weak 
fluorescence signals.  
 

 
Figure 3: Changes in GCaMP indicator conformation and comparison of microscopy 
techniques.  

(A) Schematic representation of a GCaMP indicator molecule consisting of a permuted Green 
Fluorescent Protein (cpGFP), a calcium-binding protein calmodulin (CaM) and CaM-binding M13 
domain. The binding of Ca2+ to the 4 binding sites on CaM causes it and the M13 domain to overlap. 
This change in conformation repels H+ from the GFP and allows it to fluoresce. (B) Fluorescence results 
obtained using one-photon and two-photon microscopy. In one-photon excitation, fluorescence can 
occur everywhere throughout the beam’s path, whereas in the two-photon excitation, the simultaneous 
absorption necessary for fluorescence can only occur at the focal point. Thus, background fluorescence 
is eliminated from before and beyond the focal point. (C) Schematic illustration of a basic two-photon 
microscope setup. This setup includes a laser source, a scanner system, microscope optics for beam 
manipulation, and a photomultiplier tube (PMT) for signal detection. Figure created with BioRender.com 
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3.6. Analysis of functional calcium imaging data 
The processing of calcium imaging data starts with a few standard steps before 
switching toward more unique analysis methods, which are custom-tailored to answer 
the questions of the study. The main goal of the common steps is to minimize any 
artifacts from the recording and extract the neuronal activity over time from the image 
series. 
 

3.6.1. Motion Correction 
The first step of the analysis after acquiring the data is to inspect the time series and 
look for any artifacts. The most common type of artifacts in in vivo imaging are motion 
artifacts. This is true for the recordings of both anesthetized and awake animals 
(Stringer and Pachitariu, 2019). Although the use of a head holder is a common 
practice for counteracting any motion during the recording, there still can be small 
movements because of the flexibility of the skull (Ren and Komiyama, 2021, 
Guimarães Backhaus et al., 2021). Small movements up to 15 microns in any direction 
in the field of view are enough to affect the trace extraction, especially in areas with 
high cell density. In anesthetized recordings, motion is relatively lighter and mostly 
caused by the breathing of the animal (Stringer and Pachitariu, 2019, Nietz et al., 
2022). In awake recordings, it is caused by the activity of the animals, such as walking 
on a treadmill or a trackball, and is usually stronger and more irregular. Additionally, 
the pulsation of brain matter, caused by the beating of the heart, can also introduce 
movements in the field of view. 
 
 

 
Figure 4: Loss of information in calcium recordings due to motion artefacts.  

(A) XY-motion artefacts are caused by the movement of the region of interest (ROI) in the X or Y 
direction relative to the recorded field of view (FOV). (B) 2D rotation occurs as a result of a loose head 
holder. If the tolerances of the head holder are not tight enough, the ROI can rotate in the same 2D 
plane as the FOV. (C) Z-Drift is the most detrimental artefact of all 3. The sliding of the ROI above or 
below the FOV will result in the recording of a new site and the complete loss of information about the 
original ROI. Red areas indicate a loss of information. 

 
The 3 most common types of movement artifacts in awake imaging are XY-motion, 2D 
rotation and Z-drift (Stringer and Pachitariu, 2019). XY-motion or simple 2D motion is 
caused by the motion of the recording site, or region of interest (ROI), in the X or Y 
direction relative to the microscope’s objective (Figure 4A). This can be easily 
corrected by setting a reference frame, calculating the distance of each subsequent 
frame from it, and moving them back to the reference frame. Because a portion of the 
ROI moves outside of the field of view (FOV), the information about the cells at the 
edges of the field of view does not get recorded and gets lost. For this type of 
movement artifacts a few popular solutions already exist. Some of those solutions 
require the user to define landmarks in the frame of reference to compare their 
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positions in the image series. Some newer and more advanced solutions can compare 
whole frames to the frame of reference. One such popular solution is MoCo by Dubbs 
et al. (2016). Moco is a java-written ImageJ plugin that uses a mathematical approach 
(Fourier-transform) to compare each frame to a reference frame and calculate an X 
and Y-distance to minimize the differences between the frames. It also uses a cached 
down-sampling method to reduce computation time. 
 
2D rotation is a special case of 2D motion artifacts (Figure 4B). Similarly to XY-motion, 
some information about the recording site can get lost but the majority can be 
corrected. It is important to note that, unlike other motion artifacts, the skull is not 
flexible enough to allow a high magnitude of rotation (Stringer and Pachitariu, 2019). 
Thus, a 2D rotation is considered more of a sign of a loose head holder and should be 
corrected by adjusting the holder tolerances. Due to the intricacies of this artifact and 
its tendency to coincide with other forms of motion artifacts, it can be more 
computationally intensive to correct post-hoc. On the other hand, Z-drift is caused by 
the relative movement of the recording site in the Z or depth axis (Figure 4C). 
Unfortunately, when the whole recording site moves outside of the FOV, all information 
pertaining to the cells becomes irretrievably lost. Therefore, this type of artifact cannot 
be corrected post-hoc. In such cases, the only solution is to limit subsequent analytical 
steps to the frames captured before or after the occurrence of this artifact. 
 

3.6.2. Segmentation 
The next step is to locate the cell bodies (somata) and define them as ROIs (Figure 

5). This step is crucial for the trace extraction and can influence the quality of the 
analysis heavily. The segmentation can be done manually by creating an intensity 
projection of the image series and drawing polygons around potential cell bodies, or 
automatically with the help of various segmentation algorithms. The two methods 
could also be combined into a semi-automatic approach, where an algorithm does an 
initial segmentation, and the examiner could then inspect the results and manually 
refine them by adding more ROIs or removing them. 
 
Today, a handful of automatic segmentation software exists. Some of those solutions 
utilizes a defined mathematical algorithm, such as non-negative matrix factorization 
(Giovannucci et al., 2019, Pachitariu et al., 2017), to extract groups of neighboring 
pixels with similar florescent intensity curve and define them as ROIs. This approach 
could be very quick and powerful for detecting active cells even in recordings with low 
signal-to-noise ratio (SNR), since they do not rely on the morphology of the cell, but 
rather on the change in fluorescence compared to the background. This, however, 
poses some challenges. Silent cells do not differ much from the background in 
intensity changes during the recording. Therefore, silent cells could be mistakenly 
discarded by those algorithms. Another challenge is that small cell compartments, like 
axons and dendrites, also show changes in fluorescence but their signals may be 
undesirable for the analysis. Therefore, such algorithms require a number of 
parameters to be set manually by the user to help them differentiate between somas 
and neuropil. This requires a lot of trial and error and makes the implementation a bit 
complicated. CaImAn, for example, tries to mitigate this problem by using a machine 
learning model to classify the output of its non-negative matrix factorization algorithm 
(Giovannucci et al., 2019).   
 
With the advancements in the field of computer vision, some machine learning models 
have come to play in the field of calcium imaging segmentation as well. In the last few 
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years, at least 7 new machine-learning-based solutions have been introduced 
(Soltanian-Zadeh et al., 2019, Dolev et al., 2019, Kirschbaum et al., 2019, Bao et al., 
2021, Sità et al., 2022, Xu et al., 2023). Such applications rely heavily on the 
morphology of the cells and less on the changes in fluorescence. This increases their 
ability to detect silent cells. Their performance, however, could be very limited, 
especially in low SNR recordings. 
 
 

 
Figure 5: Manual segmentation of cell bodies into regions of interest.  

In this step, cells’ somata are defined as regions of interest for trace extraction. This can be done 
manually over an average intensity projection of the recording. Adapted from Guimarães Backhaus et 
al. (2021) with permission. 

 
 

3.6.3. Trace Extraction 
After having a defined set of ROIs, the process of converting the image series to traces 
of fluorescence values over time can be started. For this, the intensity values for the 
pixels of each ROI are averaged from each frame. Since those absolute values 
represent arbitrary brightness units and can be influenced by many factors, such as 
the calcium indicator used, the laser power and the gain of the PMTs, it’s more useful 
to convert the fluoresces traces to the relative change in fluorescence over time, a so 

called f/f trace. For this, some approaches need the user to define an activity-free 
interval as a baseline for each trace. Other approaches, like the baseline calculation 
script from the Allen Brain Institute (Allen Institute for Brain Science, 2023), utilize a 
short and long median filters in a rolling window for estimating the baseline and short 
timescale detrending. One advantage of this automatic baseline calculation approach, 
besides not needing an input from the user, is that it’s impervious to indicator 
bleaching. If the imaging was done with high laser power or for a very long duration, 
the fluorescence of the cells at the end of the recording might be lower than at the 

start. With a manual baseline definition, this will appear as a slope in the final f/f 
traces. However, since the automatic approach uses a rolling window, the slope is 
mitigated without affecting the resolution or quality of the traces. 
 
 

3.6.4. Further analysis 
Beyond the fundamental steps mentioned above, the possibilities of subsequent 
analysis methods diversify significantly. This diversity emerges due to the complex 
nature of neural data and the specific research objectives of each study. The endpoints 
of analyses and comparisons have to be tailored to the specific research questions. In 
most studies, all subsequent steps are based on one of the following approaches. 
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3.6.4.3. Spike inference 
Spike inference aims to extract underlying neuronal spike (actual action potential) 
information from calcium traces. Most developments in this field were driven by the 
SpikeFinder challenge in 2016 (Berens et al., 2018). The challenge was sponsored by 
Carl Zeiss AG (Oberkochen, Germany) and provided open-access training and testing 
datasets of simultaneous calcium imaging, using OGB-1 and GCaMP6s, and 
electrophysiology recordings. Many algorithms and machine learning models were 
introduced to estimate the spike trains underlying observed calcium signal, but the 
challenge concluded that not a single approach was able to deliver reliable results. 
Knowledge of the precise time and number of spikes can lead to more comprehensive 
analysis of network dynamics. However, here, the assumption that a linear correlation 
between the calcium signal and underlying action potentials always exists, is very 
misleading. As mentioned before, some calcium indicators such as OGB-1, do have a 
linear relationship to the underlying cell firing (Hendel et al., 2008), but almost all 
GECIs do not. The closest one to have a predictable linearity is GCaMP8s, introduced 
in 2023 (Zhang et al., 2023). Even with linear calcium indicators, a simultaneous 
electrophysiology is necessary to establish the baseline relation, as it can vary from 
cell to cell (Wei et al., 2020). I.e., in mathematical terms, the slope of the correlation 
line might be known, but simultaneous electrophysiology is required to measure the 
intercept.  
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4. Material and Methods 
 

4.1. Animals and disease model 
All experiments were performed in accordance with the institutional animal welfare 
guidelines and were approved by the national investigation office 
(Landesuntersuchungsamt - LUA) of the state of Rhineland-Palatinate, Germany. To 
study the effects of NMDAR-Ab, a maternofetal transfer model was used with 7 
pregnant C57BL/6 mice. The pregnant mice were each intraperitonially injected twice 
with 240 µg of NR1-reactive monoclonal human antibody #003-102 (as a 300 µL 
solution) on E13.5 and E17.5 for a total of 480 µg antibodies (600 µL solution). For the 
control group, wild-type C57BL/6 mice were used. All animals were kept on 12h 
day/night cycle. Food and water were given ad libitum. 
 

4.2. Virus injection and surgery 
A viral solution containing AAV1.CamKII.GCaMP6f.WPRE.SV40 (Penn Vector Core, 
PA, USA, virus titer: 0,367*1012/ml) was used. Virus injection and chronic window 
implantation were performed for all animals age-matched on postnatal day 24. During 
the entire procedure, the animal’s temperature and respiration rate were monitored. 
To start, the mouse was weighed and then placed in an anesthesia induction chamber 
with 4% Isoflurane (Forane®, Abbott, Wiesbaden, Germany). After that, the mouse 
was transferred to the stereotaxic frame (Model 940, David Kopf Instruments, Tujunga, 
USA). Anesthesia was continuously delivered via a custom-made mask. Isoflurane 
concentration was set to around 1.5%. The animals were fixed with two ear bars 
inserted into the external auditory canals and a bite bar to prevent movements.  
 
For the whole duration of the procedure, the mouse was placed on a heating plate 
(World Precision Instruments, Sarasota, FL, USA) to keep body temperature constant 
around a desired value of 37.5°C. The head of the animal was shaved with an electric 
hair trimmer (Aesculap Schermaschinen GmbH, Suhl, Germany), and a local 
anesthetic of 2% xylocaine (Aspen Germany GmbH, Munich, Germany) was applied 
to the scalp. To protect the eyes, a 5% dexpanthenol (Bepanthen®, Bayer Vital GmbH, 
Leverkusen, Germany) eye cream was applied. Before any incisions were made, the 
absence of pain reflexes was checked by pinching the animal’s paws. A 0.5 cm to 1 
cm long incision of the mouse's scalp was performed at midline with scalpel blade and 
extended to a circular cut with surgical scissors (Fine Science Tools GmbH, 
Heidelberg, Germany). The edges of the scalp were sealed with surgical glue 
(VETBOND™, 3M Deutschland GmbH, Neuss, Germany). The periosteum was 
scraped off with the scalpel blade and the skull was thoroughly cleaned with sponges 
(Absorption Triangles, Fine Science Tools GmbH, Heidelberg, Germany) and saline 
solution (NaCl 0,9% Fresenius, Fresenius Kabi Deutschland GmbH, Bad Homburg, 
Germany).  
 
To improve the adhesion of the head holder to the skull, small, grid pattern grooves 
were made with the scalpel blade and then with the dental drill (Ultimate XL-F, NSK 
Europe GmbH, Eschborn, Germany). An approximately 2.5 mm circular craniectomy 
above V1 was done manually with a dental drill 2.7 mm posterior of the Bregma and 
2.3 mm lateral of the midline (Figure 7A). 125 nL of GCaMP6f viral solution was then 
injected manually using a fine micropipette prepared specially for intracortical 
injections. After that, a 3.0 mm glass cover (ElectronMicroscopy Sciences, PA, USA) 
was placed over the craniotomy and sealed with surgical glue. The head holder was 
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then attached to the skull using UV-Glue (Polytec, PT GmbH, Waldbrunn, Germany) 
(Figure 7B). To minimize the pain, a diluted solution of Buprenorphine (TEMGESIC®, 
Indivior Europe Ltd., 0.1 mg/kg body weight) was injected subcutaneously before 
removing the animal from the stereotaxic frame. After the surgery, all animals were 
observed closely for the first 24 hours and checked on for the following 2 days. 
 
 

 
Figure 7: Micro-surgery with craniectomy and head holder implantation.  

(A) the exposed skull of the animal after skin and periosteum removal. The center of the craniectomy 
(black circle) is located 2.7 mm posterior of the Bregma (black arrow) and 2.3 mm lateral of the midline. The 
craniotomy was done manually with a dental drill. (B) The finished implantation of the head holder (1). 
The head holder is attached to the skull directly via UV-glue (2). The craniotomy is covered with a 3 mm 
glass cover slip (3). 

 

4.3. Two-photon calcium imaging 
In vivo functional calcium imaging was performed for all animals on p51 with a custom-
made two-photon microscope (TrimScope II, LaVision Biotec, Bielefeld, Germany) 
equipped with Ti:Sa laser (Chameleon Ultra Il, Coherent, CA, USA) and a resonant 
scanner. The laser was tuned to 920 nm for the imaging of GCaMP6f. The laser’s 
output was set to 5 - 60% of its maximal power output (3 Watt), depending on the 
individual SNR of each animal. For signal detection, a high-sensitivity PMT (H7-422-
40 LV GaAsP, Hamamatsu Photonics K.K., Shizuoka, Japan) was used. A 20x water-
immersion objective (W-Plan-Apochromatic 20× DIC, Carl Zeiss Microscopy LLC., 
New York, USA) was used to achieve a field of view of 465x465 µm. Images were 
sampled at a rate of 30.8 Hz and a pixel size of 512x512 pixels. Imaging depth was 

usually between 20050 µm below the cortical surface. The frame trigger signal of the 
microscope, as transistor–transistor logic (TTL) pulses, was sampled using a data 
acquisition interface (Power 1401-3, Cambridge Electronic Design Limited, 
Cambridge, England) at 2000 Hz and was later used to sync frame timings with visual 
stimulation. 
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4.4. Visual stimulation 
For visual stimulation, 10 Trials of static and drifting gratings were generated by a 
custom written Python script and projected onto Phenosys 270° Virtual Reality system 
(6 thin-film transistor (TFT) monitors arranged in a hexagonal shape) (Figure 8A). Each 
trial consisted of 5 s of a uniform grey screen followed by a randomized series of 8 
grating orientations, each presented for 10 s (5 s static + 5 s drifting). The orientations 
ranged from 0° to 315° with a step size of 45°. The order of presentation was logged 
to a text file. The x and y coordinates and other signals from the VR system were 
recorded via the same data acquisition interface as the microscope’s frame trigger 
signal. This was later used for synchronizing the frames of the functional calcium 
imaging to screen projections by aligning the frame trigger signal to the time points of 
the presentations.  
 
 

 
Figure 8: Overview of the imaging setup.  

(A) 270° surround monitor system with air-cushioned spherical treadmill (Track Ball) as a part of the 

Phenosys Virtual Reality system. Image from phenosys.com (B) Wildtype C57BL6 mouse head fixated 
under the microscope on the trackball and surrounded by the monitors. The objective of the microscope 
is protected from interferences from the light of the visual stimulation with a tube of black shielding 
paper and double-sided adhesive to cover any small gaps between the paper and the fixation plate. 
(C) The overall imaging setup during an experiment. The two-photon microscope is installed on an air-
suspended optical table (1) to dampen any vibrations. The surround monitor rack (2) is pushed around 
the stage and objective of the microscope. Image acquisition is controlled from the microscope’s 
computer (3). The frame-trigger signal of the microscope and other signals from the virtual reality 
system are recorded via data acquisition interface (CED Box) (4) connected to a laptop (5). The virtual 
reality system is controlled via an external computer (6). 

 

4.5. Two-photon data analysis 
To analyze the images from the calcium imaging, first a mean intensity projection 
(Figure 9) image was made using ImageJ either by the StaAv plugin or from the first 
1000 images of the recording. Segmentation and trace extraction were then done 
using a custom written MATLAB script. This entailed first manually drawing polygons 
around potential neuronal somata to define them as ROIs (Figure 10). Then, 
fluorescence traces were automatically calculated by the mean pixel value of each 
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ROI over time (Figure 11). The fluorescence traces were then normalized by manually 
defining a baseline over an activity-free interval for each trace, resulting in the 

convention of the values to f/f. Binarization was done semi-automatically using a 

custom procedure file for Igor Pro (waveMetrics). In each f/f trace, all peaks above 
3.8 SD were automatically marked as calcium transients and the onsets and offsets 
were determined automatically. The results were then reviewed, any false positives 
were removed, and any mismarked false negatives were annotated. The result is a 
binary matrix with the height matching the number of cells and a width equal to the 
number of frames with values of either 1 for activity or 0 for inactivity. 
 

 
 

Figure 9: An exemplary average 
intensity projection.  

The projection is used to generate a 2D 
image from a stack of 3D image data, 
where time is the 3rd (z) dimension in 
the image series. To create an average 
intensity projection, the pixel intensities 
from each slice in the z-stack are 
averaged to generate a single 2D 
image. The projection provides a 
clearer and more interpretable 
representation of the overall 
morphology of the recording plane. The 
averaging reduces noise from single 
frames and highlights the cells. 

Figure 10: An exemplary manual 
segmentation of neuronal somata.  

Depicted here is the same recording 
plane as in Figure 9. The goal of 
segmentation is to identify and outline 
the boundaries of individual neuronal 
somata. Here, this is done manually by 
drawing polygons around potential 
cells. 
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4.6. Analysis of visually evoked activity 
After the analysis steps described above, we used multiple downstream analyses 
specific for each objective (Figure 12). For the correlation of activation patterns under 
visual stimulation, we used cosine similarity as a measure of correlation. The cosine 
similarity was calculated as the dot product of two vectors:  
 

𝐶𝑜𝑠(𝑥, 𝑦) =  
𝑥 ∗ 𝑦

‖𝑥‖ ∗ ‖𝑦‖
 

 
The Orientation Selectivity Index (OSI) (Niell and Stryker, 2008) was calculated by first 
determining the orientation, at which the highest response of the neuron was observed 

(𝑅𝑝𝑟𝑒𝑓). Then the response of the cell evoked by the orthogonal orientation was 

calculated (𝑅𝑜𝑟𝑡ℎ𝑜). OSI was then the result of the multiplication of the two, divided by 

the sum of the two.  
 

𝑂𝑆𝐼 =  
𝑅𝑝𝑟𝑒𝑓  ×  𝑅𝑜𝑟𝑡ℎ𝑜

𝑅𝑝𝑟𝑒𝑓 + 𝑅𝑜𝑟𝑡ℎ𝑜
 

 
The Circular Variance (CV) (Ringach et al., 2002) was calculated as the variance of 
the cell’s response to all orientations and does not require the definition of a preferred 
orientation: 
 

𝐶𝑉 = 1 − |
∑ 𝑟𝑘𝑒𝑖2𝜃𝑘

𝑘

∑ 𝑟𝑘𝑘
|  

 
Where 𝑟𝑘 is the cell’s response to a given orientation and 𝜃𝑘 is the angle of the grating 
in radians.  
 
 
 

 
Figure 12: Schematic illustration of the analysis pipeline for this study.  

This pipeline follows the first few preprocessing steps as described in the introduction. Motion correction 
was done with the ImageJ plugin MoCo, when necessary. The identification of cells was carried on 
manually. After the trace extraction, a semi-automatic approach of thresholding and manual corrections 
was done to binarize the traces. Finally, each downstream analysis was done to answer a specific 
research question.  

 

4.7. Statistical tests 
Recordings with no cell activity were excluded from the study. Unless otherwise stated, 
all analyses for the spontaneous activity were done on 10 imaging regions from 8 
animals (436 active cells) in the WT group and 10 regions from 6 animals (384 active 
cells) in the NMDAR-Ab group. Silent cells were excluded from the analysis. Analysis 
of visually evoked activity was done on 6 regions from 6 animals (277 active cells) in 
the WT group, and 6 regions from 4 animals (255 active cells) in the NMDAR-Ab group. 
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Statistical analysis was done with GraphPad Prism. All datasets were first tested for 
normal distribution, in the case where normal distribution was rejected, a non-
parametric test was done. For analysis of variance, the Levene's test was used. All 
statistical tests and exact p-values are noted under the corresponding figures. Box-
and-whisker plots indicate the median value (center line), the 25–75th percentiles 
(box) and the 10–90th percentiles (whiskers). All other graphs represent mean ± 
standard error of the mean (SEM) unless otherwise stated. The significance level was 
set at p < 0.05. 
 

4.8. Benchmarking the analysis pipeline 
Imaging data was acquired from the microscope to a windows 7 machine using a 
custom made I/O interface and protocols (LaVision Biotec, Bielefeld, Germany). The 
computer was equipped with an Intel Core i7-3770k processor operating at a clock 
speed of 3.4 GHz. It had 32GB of DDR3 RAM, a 1TB SATA SSD and a 2TB SATA 
HDD for storage. Imaging data was directly written to the SSD and subsequently 
transferred to an external HDD (WD My PassPort), attached to a USB 2.0 port on the 
front. The data analysis was then conducted on a workstation with the following 
specifications: 
 
Operating System:  Windows 10 
Processor:   Intel Core i7-4770k 3.8GHz 
RAM:    32GB DDR4 
Storage:   120GB SATA SSD (OS), 4TB SATA HDD (Data) 
Graphics Card:  NVIDIA GeForce GTX 1070 
 
The necessary time needed to finish each analysis step was either measured 
externally using a stopwatch or directly in the program, if it had a function to measure 
the execution time, e.g., using “tic” and “toc” functions for MATLAB scripts and 
“time.process_time()” for python scripts. 
 
 

4.9. Software development 
In this work, we present three separate software packages. First, we developed the 
StaAv Tool plugin to address the limitations of conventional intensity projections 
created form the initial n frames from a given image series. The plugin was designed 
for ImageJ and was written in Java, leveraging the capabilities of the ImageJ API for 
image processing and analysis (Rasband, 1997-2023). StaAv Tool is publicly available 
on the Stroh Lab GitHub page: https://github.com/Strohlab/StaAv-Tool. 
 
The trace extraction in Python for ViNe-Seg is based on a simple extraction algorithm 
similar to our established MATLAB analysis script. This algorithm runs in two steps. 
First, it converts the shape and location of each ROI into a binary mask. Then, a loop 
over all images uses the binary mask to extract the mean pixel intensity of each ROI. 
The results are then returned as a matrix with a size of 𝑛 𝑅𝑂𝐼𝑠 ×  𝑛 𝐹𝑟𝑎𝑚𝑒𝑠. For a 
faster processing time, we utilized Python’s native multiprocessing package. ViNe-Seg 
is publicly available, for install instructions see this GitHub page: 
https://github.com/NiRuff/ViNe-Seg. 
 
Lastly, we tested Mask RCNN for frame-by-frame segmentation of calcium imaging 
datasets. We used the standard architecture of Mask RCNN as described in He et al. 
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(2017), only modifying the head layers for 16-bit 1-channel images with a size of 
512x512 pixels. We utilized TensorFlow for the full implementation and training of the 
model (Abadi et al., 2016). We first trained only the head layers on synesthetic 
datasets for 5 epochs with 1000 steps each and at a learning rate of 0.002. We then 
trained the whole model for 10 epochs with 1000 steps each and a learning rate of 
0.001. Finally, we fine-tuned the model by training it on real-world calcium imaging 
recordings from this study. For this, we trained the whole model for 5 epochs with 1000 
steps and a learning rate of 0.0002. All datasets were carefully curated and split into 
distinct training and validation sets to ensure a valid assessment of the model’s 
performance. During training, the loss function was closely monitored on both the 
training and validation datasets. The behaviors of the loss functions on both datasets 
were consistent, showing steady decreases without any significant divergences, 
reassuring the absence of overfitting effects. A detailed benchmark of the model’s 
capabilities was not performed, due to the lack of datasets with single frame 
annotations. Because of the noisy nature of single frames of calcium recordings, cells’ 
visibility might not be as clear in single frames as in an intensity projection. The use of 
annotations made on intensity projections for benchmarking the model’s performance 
on single frames may deliver inaccurate results. This model and its UI are available 
upon request.  
  



29 
 

5. Results 
 

5.1. Improvements in data analysis and new software developments 
 

 
Figure 13: Proposed quality control steps for an efficient calcium imaging analysis pipeline.  

Each grey box represents a step in the analysis pipeline. The yellow boxes with the clock symbol 
indicate the average time necessary to complete each step. The red boxes show a proposed quality 
control step. If no issues were found during the quality control, the pipeline is followed to the next step 
(black arrows). Otherwise, the previous step should be redone to eliminate the issues (red arrows). 
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5.1.1. Data analysis pipeline and quality control measures 
To improve the analysis pipeline, first, we need to closely examine the data analysis 
pipeline that was followed for this study, detailing the individual steps, the time taken 
for each step, and the quality control measures that could be incorporated at various 
stages (Figure 13). The study starts with the fixation of the animal under the 
microscope, starting up the microscope and configuring the acquisition software. This 
step is usually not time consuming since the animals are previously habituated to the 
microscope and the acquisition software requires only a few parameters to be changed 
before starting the acquisition. During and after finishing the recording, it is important 
to inspect the acquired data for any defects that may make the recording unusable. 
Recoding issues, such as missing frames, very bad signal-to-noise ratio, or very strong 
motion artifacts, cannot be corrected post-hoc and will require the recording to be 
redone.  
 
The image series needs to be transferred over to a different workstation for analysis. 
The data transfer could be done over the local network or via an external disk drive. 
Both methods of transfer showed lower transfer speeds compared to the maximum 
theoretical speeds, which might be due to the data format of the image series. After 
the transfer, the analysis can begin with the first step of motion correction. This step 
could be skipped if the image series shows no motion artifacts. We used MoCo, a 
plugin for ImageJ (Dubbs et al., 2016), for this step. The time needed for this step 
depends on the number of images in the series. On our workstation, it took around 15-
20 minutes for each image series consisting of 27720 frames. After the motion 
correction, the data needs to be reevaluated to make sure that no motion artifacts or 
any new artifacts presented by the motion correction are present. If necessary, this 
step can be repeated multiple times. 
 
Next, we need to transform the image series into activity traces. For this, we first need 
to define visible neurons as ROIs, a step that could take around 15-25 minutes 
depending on the number of neurons and the SNR of the recording. Then, the 
MATLAB script will go through the recording frame by frame and average the intensity 
values of the pixels that fall inside each ROI. This automatic step takes around 10-15 
minutes, also depending on the length of the recording and the number of ROIs. After 
the script finishes processing, the traces are displayed for the user to define an activity-

free interval to use as a baseline for the f/f calculation. It’s also important here to 
examine the resulting activity traces for issues and redo this step if any are present. 
 
The activity traces can be loaded into Igor Pro for the final step of binarization. Our 
custom procedure script for Igor runs in distinct steps. Here, a semi-automatic 
approach is used to correctly classify transients as such and generate a binary matrix 
of the activity. This step is the most time-consuming step of the analysis pipeline. 
Depending on the number of cells in the recording, their firing frequency, and the 
overall signal quality of the recording, it could take hours to finish. 
 

5.1.2. StaAv Tool: a new plugin for improved intensity projections 
Creating an average intensity projection from the first n images of the recording might 
result in the omission of cells that are only active after those frames. The alternative, 
creating the intensity projection from all frames, is very computationally intensive.  
Here, we introduce an alternative method. We developed a new ImageJ plugin, “Stack 
Averaging Tool” or “StaAv Tool”, that can create an intensity projection from selected 
frames (Figure 14). This Plugin can be used by either manually selecting the frames 
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where cell activity is visible, automatically marking a frame for every half of the calcium 
indicator decay time or both methods together.  
 

 
Figure 14: StaAv Tool for enhancing cells’ visibility in average intensity projections.  

By strategically sampling from the image stack, based on the decay time of the calcium indicator, it’s 
possible to create an intensity projection from the entire recording length. This helps in cases where 
some cells are not active during the initial few hundred frames, which are typically used for intensity 
projections. Furthermore, frames can be selectively marked and incorporated manually. The result is a 
refined image stack spanning the entire recording duration and entailing a greater number of frames 
capturing neuronal activity. 

 
The plugin's architecture can be broken down to three main components that facilitate 
user interaction, frame selection, and stack generation. The plugin starts by declaring 
necessary variables and setting them for default values, in addition to adding its icon 
to the tool bar with the function “run”. 
 

 
Code Block 1: Frist few lines of the StaAv Tool code.  

 
Once the plugin is activated, by double clicking on its icon, a dialog box will appear to 
change the key parameters and choose the original images stack (Figure 15). The 
function “showOptionsDialog()” handles the display and interaction with the dialog box. 

public class StaAv_Tool extends PlugInTool implements ImageListener, KeyListener{ 

 

    ImagePlus monitored_stack; 

    boolean listeners_active = false; 
    List<Integer> slices = new ArrayList<Integer> ();  

    int current_frame; 

    ImageWindow win; 

    ImageCanvas canvas; 
    double fpm = 100; // number of frames per single mark 

    boolean get_background = true; 

    double freq = 30.8; // imaging frequency in Hz 

    double decay = 1100; // decay time in ms 
    double fprm = 1; 

     

    public void run(String arg) { 

        Toolbar.addPlugInTool(this); 
 } 
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Code Block 2: showOptionsDialog function for handling the display and interaction of the plugin’s main dialog 
box. 

 public void showOptionsDialog() { 

        // Get a list of opened images and stacks 

        String w_names[] = new String[(WindowManager.getWindowCount()+1)]; 

        [...] 
         

        // Setup the dialog box 

        GenericDialog gd = new GenericDialog("Stack Averaging Tool"); 

        gd.enableYesNoCancel("Ok", "Get Stack"); 
        [...] 

         

        // Display the dialog box 

        gd.showDialog(); 
         

        // If canceled, change nothing and return 

        if (gd.wasCanceled()) return; 

         
        // If not canceled, save the new parameters 

        get_background = gd.getNextBoolean(); 

        fpm = gd.getNextNumber(); 

        freq = gd.getNextNumber(); 
        decay = gd.getNextNumber(); 

        fprm = gd.getNextNumber(); 

        String stack_name = gd.getNextChoice(); 

         
        // If ‘ok’ was pressed, start listening for keyboard presses 

        if (gd.wasOKed()){ 

            [...] 

            monitored_stack = WindowManager.getImage(stack_name); 
            registerListeners(); 

        }else{ 

            // ‘get’ stack was pressed, start copying frames to new stack 

            [...] 
            getNewStack(); 

        } 

     } 

 

Figure 15: Settings dialog 
box of StaAv Tool.  

By double clicking on the 
plugin’s icon, this dialog box 
can be shown. Here, the user 
can choose the original 
image stack from a list of 
currently opened stacks. The 
default parameters of the 
plugin can be also changed to 
fit any imaging conditions. 
The automatic marking of 
frames can be enabled or 
disabled by simply ticking on 
or off the checkbox 
“Automatically mark 
background frames”. 
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For frame selection, the plugin uses event listeners that monitor the user’s input. It can 
set a frame as marked if it was clicked on with the mouse or the space button was 
pressed. Marked frames will have the word “marked” overlayed on them in the top 
right corner. If the “Automatically mark background frames” was ticked on in the dialog 
box, the plugin will automatically mark frames based on the decay time of the calcium 
indicator and the imaging frequency with the following formula: 
 
 

𝐹𝑟𝑎𝑚𝑒 𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 =  
𝐼𝑚𝑎𝑔𝑖𝑛𝑔 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑖𝑛 𝐻𝑧

1000
×

𝐷𝑒𝑐𝑎𝑦 𝑡𝑖𝑚𝑒 𝑜𝑓 𝐼𝑛𝑑𝑖𝑐𝑎𝑡𝑜𝑟 𝑖𝑛 𝑚𝑠

2
 

 
As a Java code: 

 
 

 
Code Block 3: Functions for handling listening to mouse and keyboard inputs and marking of frames. 

 
Finally, the function “getNewStack()” handles the creation of a new empty virtual stack 
and copying the marked frames over to it. This function is evoked by clicking on the 
plugin’s icon in the toolbar to reveal the dialog box again and clicking on the “Copy 
Stack” button. The newly created image stack with only marked frames will open and 
in addition, a table containing the indexes of the marked frames from the original will 
appear.  The intensity projection can be created from the newly created stack by going 
to “image -> stacks -> Z Project”. 
 

frame_interval = (int) Math.round((freq/1000)*(decay/2)); 

 
 

    // Register listeners for key presses and mouse events 

    private void registerListeners(){ 
        [...] 

    } 

 

    // Handle events when a frame is clicked on by the mouse 
    public void mousePressed(ImagePlus imp, MouseEvent e) { 

        markImage(imp); 

    } 

     
    // Handle events when the mouse pointer is moved, update the status bar 

    public void mouseMoved(ImagePlus imp, MouseEvent e){ 

        [...] 

    } 
     

    // Handle events when a key was pressed, check if it was space and mark the frame 

    public void keyPressed(KeyEvent e) { 

        [...] 
    } 

 

    // Add the frame to the list of marked frames and draw an overlay on it 

    private void markImage(ImagePlus imp) { 
        [...] 

    } 
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Code Block 4: getNewStack function for handling the creation of the new image stack. 

 

5.1.3. Faster, integrated, and multithreaded analysis in Python for ViNe-Seg 
ViNe-Seg, our Deep-Learning assisted analysis program, is designed with a user-
friendly graphical interface to facilitate easy semi-automatic segmentation and fast and 
complete analysis of calcium imaging datasets. One of the fundamental aspects of 
ViNe-Seg is offering the user the most flexibility in choosing the right segmentation 
models for their data and in incorporating further analysis steps in the same GUI. In 
this subsection, we present our contributions towards the development of ViNe-Seg. 
These improvements were essential to ensure seamless integration of the different 
analysis steps, enabling the program to perform its designed purpose.  
 
To create a new analysis pipeline that could easily be integrated with other tools, we 
needed a fast and reliable trace extraction algorithm. For this, we used our established 
MATLAB algorithm and changed it from a single threaded process to a multithreaded 
one (Figure 16). Multithreading allows a significant reduction in processing time for 
such algorithms. The new algorithm runs mainly in two steps. First, the location data 
of the ROIs from the segmentation algorithm needs to be converted to binary masks. 
Binary masks are basically a matrix with a size of the original image and have the 
value of 0 for all the pixels outside of the ROI and 1 for the pixels inside. Multiplying 
this mask with the original image allows for quick isolation of the pixel values of only 
the pixels inside the ROI. For this step, we can rely on the function “shape_to_mask” 
that is already built in the ViNe-Seg base code, originally adapted from labelMe.  
 
 
 

    private void getNewStack(){ 

        // Display a confirmation message with the number of frames being copied 
        [...] 

         

         

        // Update the marked frames array 
        IJ.showStatus("Indexing Images"); 

        [...] 

         

        // Create a new empty stack and copy marked frames into it 
        IJ.showStatus("Copying images"); 

        ImageStack fullStack = monitored_stack.getImageStack(); 

        int height = WindowManager.getCurrentImage().getHeight(); 

        int width  = WindowManager.getCurrentImage().getWidth(); 
        ImageStack newStack = new ImageStack(width,height); 

        [...] 

 

        // Display the new stack 
        ImagePlus newImages = new ImagePlus("New Stack", newStack); 

        StackWindow window = new StackWindow(newImages); 

        rt.show("Results"); 

        IJ.showStatus("Done!"); 
         

        // Clean up 

        listeners_active = false; 

        deregisterListeners(); 
        slices.clear(); 

    } 
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Figure 16: Multithreading can reduce trace extraction time.  

During trace extraction, the reading of each single frame can be the most time-consuming step. By 
moving this step into multiple processes (threads) that can run in parallel, computation time can be 
reduced by a factor roughly proportional to the number of threads. On modern computer hardware, the 
number of threads is usually between 12 to 32 threads, so we should expect faster execution by a 
similar factor. 

 

 
Code Block 5: ROI to mask conversion in ViNe-Seg 

The second part of the algorithm runs in each thread separately. Here, we read the 
image, isolate the pixel value of each ROI, and save this value in an array. The 
resulting array represents a vertical slice of the final matrix containing all ROIs. The 
final matrix then has the size 𝑛 𝑅𝑂𝐼𝑠 ×  𝑛 𝐹𝑟𝑎𝑚𝑒𝑠. The creation of the separate 
threads is handled via Python’s native multiprocessing package. Specifically, we 
employ the “multiprocessing.Pool.Starmap” function to generate the threads and pass 
specific indices and a copy of the ROI masks for execution. This function preserves 
the original order of the frames during processing, so the final traces do not get altered 
in any form. 
 

# Initialize an empty list to store binary masks for each Region of Interest (ROI) 

masks = [] 
 

# Loop through each ROI in the 'data' dictionary 

for i in range(0, len(data[rois])): 

    # Extract the points defining the current ROI and convert it to a binary mask 
    roimask = shape_to_mask((data['imageHeight'], data['imageWidth']), 

                            data[rois][i]['points'], 

                            shape_type=None, 

                            line_width=1, point_size=1) 
     

    # Add the generated mask to the 'masks' list 

    masks.append(roimask) 
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Code Block 6: Using the multiprocessing module to parallelize the calculation of intensity traces for multiple 
images and masks. 

We also developed a model manager for ViNe-Seg to enable easy user download and 
management of available segmentation models (Figure 17). This functions in a very 
simple way. When the user installs ViNe-Seg for the first time, the model manager 
downloads the default model and creates a basic manifest file. The user can then at 
any time access the model manager from the segmentation menu. When the model 
manager is evoked, it connects to the online servers to check which models are 
available and compares them to the entries in the local manifest file. Therefore, the 
model manager can display the status of models and enable the user to install and 
uninstall any model very easily. New models can be quickly integrated by simply 
uploading the model to the server and adding its description to the online manifest. 
 

def tracesForImage(imagePath, masks): 

    """ 
    Calculate the intensity traces for each Region of Interest (ROI) in the given image. 

 

    Args: 

        imagePath (str): Path to the input image. 
        masks (list): List of binary masks representing ROIs. 

 

    Returns: 

        np.array: Array containing intensity traces for each ROI in the input image. 
    """ 

 

    # Initialize an array to store intensity values for each ROI 

    trace = np.zeros(len(masks)) 
 

    # Read the input image from the specified imagePath 

    im = image2array(imagePath) 

 
    # Iterate over each ROI mask and calculate its intensity value 

    for x in range(0, len(masks)): 

        # Invert the mask to get the pixels inside the ROI 

        roimask = np.invert(masks[x]) 
 

        # Apply the mask to the image and calculate mean intensity value 

        a = np.ma.array(im, mask=roimask) 

        trace[x] = a.mean() 
 

    # Return the array representing intensity traces for each ROI 

    return trace 

 
 

# Create a pool of worker processes for parallel computation 

with Pool() as pool: 

    # Using starmap to apply tracesForImage function to each image 
    # zip(imagesArray, repeat(masks, len(imagesArray))) combines each image with the 

same masks for processing 

    traces = pool.starmap(tracesForImage, zip(imagesArray, repeat(masks,  

len(imagesArray)))) 
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Figure 17: Model Manager in ViNe-Seg for intuitive overview and management of available 
segmentation models.  

The model manager checks an online manifest to find available models and compares the entries to a 
local manifest file. It can then allow the user with one button click to install or uninstall any model. 

 

5.1.4. Mask RCNN can detect both cells and vessels in single frames of functional 
calcium recordings  
In addition to ViNe-Seg, we wanted to experiment with different machine learning 
models and test their capability in segmenting calcium imaging data for a real-time 
analysis pipeline. Here, we present the remarkable performance of Mask RCNN in 
detecting both cells and vessels within functional calcium recordings. Mask RCNN is 
a model created by He et al. (2017) and was designed to perform instance-level 
segmentation in contrast to most publicly available models that focus on object 
detection. We trained the model on a dataset that encompassed rudimentary 
simulations (Figure 18A) and then fine-tuned it with in-house datasets. These 
simulations intentionally included noise as the background to mimic real-world 
conditions, with the average pixel intensity remaining within real-world calcium 
recordings. Cells were overlayed over the noisy background as round objects that 
exhibit intensities above the noise level, while vessels were crafted to remain beneath 
this noise level. This deliberate construction of the training dataset aimed to challenge 
the model's ability to differentiate between subtle signal variations and noise, closely 
simulating the intricacies of actual calcium imaging recordings. 
 
The outcomes of our experiments revealed the robustness and adaptability of the 
Mask RCNN architecture. The model successfully learned to distinguish between 
cellular and vascular elements in single frames (Figure 18B), despite the presence of 
noise that often accompanies calcium imaging data. We complimented the Mask 
RCNN model with an intuitive GUI to make usage easier. The GUI features a timelapse 
analysis mode (Figure 19), which is designed to enable the user to inspect the 
segmentation results as well as the quality of calcium traces. In addition, it can display 
any metadata found associated with the recording. The user can see both an average 
intensity projection with all detected ROIs, and a single frame view with only the 
currently selected ROI. The user can scroll in the recording to any timepoint to see the 
intensity change of the selected ROI and check for artifacts. 
 



38 
 

 
Figure 18: Mask RCNN can detect both neurons and vessels in low SNR single frames.  

(A) Synthetic data used to simulate noisy single frames of calcium recordings. Each 16-bit frame is 
composed of a random noise layer that has pixel values between 100 and 1000. A random number of 
neurons is then overlayed on top of the background layer. Neurons have a random pixel intensity of 1-
120 above noise with a small subset with an increased intensity up to 12000 to simulate active neurons. 
Vessels are subtracted from the background with a random negative intensity of 50-100% of the 
background. (B) Results from running Mask RCNN on a single frame from a real calcium recording. 
The original frame is on the left. On the right is the normalized frame with the output of the model. White 
represents detected cells, red represents detected vessels. Of note, the dark circle in the middle of the 
original frame is most likely the canal from GCaMP6f viral solution injection, which explains why it’s not 
detected as a vessel by the model. 

 
The second interface is for live analysis (Figure 20), which runs the Mask RCNN model 
on newly acquired frames directly after they are written on disk. This mode is designed 
to give the user a general estimation of the quality of the recording in real-time. Before 
running this mode, the user has to set a few key parameters, such as the folder 
location where the images will be saved and the image extension. The model is then 
run on newly acquired images on a frame-by-frame basis. The user can choose if the 
segmentation results, i.e., ROIs, from previous frames are preserved and new ROIs 
are simply added to them, or if they should be degraded and the results for each frame 
are completely new. The interface utilizes a heatmap for visualizing the segmentation 
results from the recording and highlight motion artifacts. The user can also adjust 
recording parameters in real-time to see how to optimize them for achieving highest 
SNR and best segmentation results.  
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5.2. Examining microcircuit changes in Anti-NMDA receptor encephalitis 
 

5.2.1. Awake two-photon calcium imaging of excitatory microcircuits in layers II/III of 
mouse primary visual cortex. 
To study the long-term effects of maternofetal transfer of anti-NMDAR antibodies on 
neuronal microcircuit dynamics of mouse primary visual cortex (V1), we injected 
pregnant C57BL/6 mice with 300µL of NMDAR-Ab solution on gestational day E13.5 
and again on day E17.5 (Figure 21A). On postnatal day 24, we stereotactically injected 
a viral solution encoding for GCaMP6f, targeting layer II/III of V1, alongside with the 
implantation of metal head holder and chronic window for awake imaging. GCaMP6f-
expression was controlled by the CaMKII-promoter targeting only excitatory neurons. 
In early adulthood (P51) we conducted two-photon imaging in layer II/III of V1 of awake 
behaving mice (Figure 21B). To test whether these NMDAR antibodies already had 
early structural effects on the microcircuitry, we examined neuronal densities of V1. 
We did not find a significant difference in both, overall cell densities (Figure 21C), and 
densities of spontaneously active cells (Figure 21D) comparing mice exposed to anti-
NMDAR antibodies and wildtype mice. This indicates that morphologically, the network 
is still intact, devoid of apparent cell loss.  
 
 

5.2.2. NMDAR antibody exposure leads to a decrease in spontaneous firing rates 
and to a bursty firing profile of V1 neurons. 
Next, we probed the functional architecture of ongoing, spontaneous activity, in adult 
mice exposed to NMDAR antibodies more than four weeks earlier. Conforming the 
morphological findings, within a field of view, we could record from a similar number 
of neurons (Figure 21E). Moreover, the percentage of cells exhibiting spontaneous 
activity, i.e., functional calcium transient, did not differ significantly between NMDAR-
Ab group and healthy controls (Figure 21F). Notably, in the NMDAR-Ab group, we 
found a reduced mean frequency of spontaneous Ca2+ transients (Figure 22A). 
Splitting up the activity levels into 11 activity bins in a cumulative probability graph, a 
rather homogenous shift towards lower activity bins became apparent in NMDAR-Ab 
exposed animals (Figure 22B). This indicates a rather microcircuit-wide reduction in 
activity, in both high and low active neurons. Moreover, we noticed that highly active 
cells in animals exposed to anti-NMDAR antibodies displayed a unique firing pattern, 
characterized by short bursts of Ca2+ transients (Figure 22C), while the activity of 
wildtype mice was more evenly distributed in time. Indeed, while the mean of the inter-
event-intervals is not significantly different between groups, the variance is 
significantly higher in the NMDAR-Ab group (Figure 22D), reflecting a distinct firing 
pattern. Both, the overall reduction in activity, and the new temporal pattern of activity 
suggest a stable new setpoint of the functional microarchitecture in cortical circuits 
upon early NMDAR-Ab exposure.  
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Figure 21: Study design and methodological approach.  

(A) The timeline of the experiments. For maternofetal transfer of antibodies, pregnant C57BL/6 mice 
were injected with 240 µg of NMDAR-Ab on gestational day E13.5 and E17.5. On postnatal day 24, the 
injection of GCaMP6f viral solution and implantation of a chronic window were performed. 3 weeks after 
the surgery, the mice were habituated to the experimental setup. Imaging was finally conducted on P51. 
(B) Two-photon imaging fields from WT (left) and NMDAR-Ab (right) and respective extracted 
fluorescence traces from four selected neurons. (Magnified view from the center of 20x field of view. 
Scale bar 50 µm). (C) No difference was observed in overall cell density between WT and NMDAR-Ab. 
(Unpaired t test, p=0.5811). (D) No difference in density of spontaneously active cells was detected 
between WT and NMDAR-Ab exposed animals. (Unpaired t test, p=0.6664). (E) No significant 
difference was seen for the mean number of visible neurons per field of view. (Unpaired t test, p=0.9469) 
(F) No significant differences were present in mean fraction of visible neurons that display spontaneous 
activity. (Unpaired t test, p=0.9469). Panel A was created with BioRender.com. 



43 
 

 
Figure 22: Reduced Spontaneous activity and bursty firing profile in NMDAR-Ab animals.  

(A) Spontaneous firing frequencies are reduced in NMDAR-Ab animals. (Mann Whitney test, p 
<0.0001.) (B) Cumulative frequency distribution of spontaneous activity (Two-way ANOVA, Bin factor 
p=0.0007, Group factor p=0.0387). (C) Representative fluorescence traces of highly active cells from 
WT (top) and NMDAR-Ab (bottom). (D) Higher inter-event interval variance in NMDAR-Ab animals. 
(Mann Whitney test, p<0.0001). 

 
 

5.2.3. Local microcircuit connectivity remains unchanged after antibody exposure. 
To examine functional connectivity strengths within local microcircuits, we conducted 
network analysis based on Parsons’s correlation. This enabled us to create a network 
graph for each microcircuit (Figure 23A, B), visualizing the activity frequency of the 
cells and their connection strength. The network graphs are based on the individual 
correlation matrices of each microcircuit (Figure 23C, D). We found no apparent 
differences between networks of NMDAR-Ab exposed animals and controls. Similarly, 
quantifying the overall mean correlation coefficient on a group level showed no 
significant differences (Figure 23E). 
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Figure 23: No significant changes in local functional connectivity due to NMDAR-Ab exposure.  

(A) An exemplary network graph from a control animal. Colors of the nodes indicate their activity 
frequency. The thickness of lines between nodes indicates the correlation. (B) Network graph from an 
NMDAR-Ab exposed animal, same as in A. (C-D) Corresponding correlation matrices from the same 
networks as in A and B.  (E) No significant differences detected in the overall Pearson’s correlation 
coefficient. (Unpaired t test, p=0.4502). 

 

5.2.4. V1 excitatory neurons of NMDAR-Ab exposed animals exhibit a higher 
orientation tuning and a narrowing of their receptive fields. 
Returning to the local microcircuit assessed by two-photon Ca2+ imaging, we 
examined the representation of visual stimuli in V1. The animals were subjected to a 
randomized sequence of 5-second-long drifting and static gratings (Figure 24B) in a 
270° virtual reality setup (Figure 24A). Layer II/III of visual cortex is particularly 
characterized by highly tuned neurons, i.e., neurons responding to only one or few 
orientations of the gratings. While highly tuned neurons could be observed in both 
groups, the representation of visual afferents was only altered in NMDAR-Ab exposed 
mice (Figure 24C, D). Both the circular variance (Figure 24E, G) and the orientation 
selectivity index (Figure 24F, H), two commonly used measures for assessing the 
degree of orientation tuning in visual cortex, were shifted towards higher orientation 
tuning in NMDAR-Ab exposed mice. We then asked whether the higher degree of 
tuning might be due to the overall lower activity state, as observed in the spontaneous, 
ongoing activity recordings. However, when randomizing, i.e., reshuffling the timing of 
the Ca2+ transient, while preserving the overall number of calcium transients, the effect 
vanished. This indicates an active, adaptive to maladaptive network state shift. 
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We averaged the binarized response patterns across all 11 stimulation trials, resulting 
in a mean activation matrix for each stimulus, i.e., grating orientation (Figure 25A). 
Calculating the cosine similarity index now allows for an assessment of the degree of 
similarity of the given responses upon different gratings. NMDAR-Ab exposed animals 
showed a lower overall similarity (Figure 25B), implicating a constriction of the neuron’s 
receptive fields. The decrease in the disease group becomes even more apparent in 
the respective correlation matrices (Figure 25C-D): while in healthy controls, the activity 
patterns between gratings of different orientations are rather similar, i.e. highly 
correlated, in NMDAR-Ab mice, each orientation seems to evoke a unique activation 
pattern, very dissimilar to those of other orientations. A higher proportion of neurons 
were uniquely active to only one orientation in NMDAR-Ab-exposed animals (Figure 

25E-F).  
 

5.2.5. Microcircuits of NMDAR-Ab exposed mice maintain a bias towards cardinal 
orientations. 
During the analysis of visually evoked activity patterns, we noticed that most cells have 
a preference for cardinal orientations (Figure 26A, B), i.e. most cells showed the 

highest activity during the presentation of gratings with an orientation of 0, 90, 180 

or 270. This bias is in line with other publications and is known as the “oblique effect” 
(Appelle, 1972). The fact that neurons of NMDAR-Ab exposed animals still show the 
bias towards cardinal gratings, hints towards the network potentially compensating to 
preserve an efficient encoding of visual afferents. Looking further at the visually 
evoked activity, our approach of using two common measures of cells’ orientation 
selectivity, OSI and CV, raised the question of how they relate to each other. We 
compared the outcome of both measures for all cells in this study. As expected, a 
higher OSI corresponds to a lower CV (Figure 26C). However, we observed a higher 
number of cells at the extremes with OSI compared to CV. This indicates that CV might 
have a more granular distribution of the cells’ selectivity. We also wanted to test 
whether static and drifting grating stimulation are similarly processed by the 
microcircuit. We calculated the CV for each separately and compared the selectivity 
for drifting and static gratings. We found that a lower CV in one condition generally 
corresponds to a low value in the other, but not always (Figure 26D). This implies that 
moving visual stimuli might be differently processed compared to static ones.  
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Figure 24: Higher orientation tuning in NMDAR-Ab animals.  

(A) Illustration of the virtual reality setup. The mouse is head-mounted under the microscope on a 
Styrofoam trackball and can move freely in all directions. A 270° surrounding monitor system is placed 
around the mouse for visual stimulation. (B) Illustration of the visual stimulation paradigm. Each trial 
starts with 5 seconds of uniform grey screen, followed by a randomized sequence of gratings at different 
orientations, where each orientation is displayed for 5 seconds statically and then 5 seconds in drifting 
motion. (C) Exemplary response and orientation tuning plots of three cells from WT mice. (D) Exemplary 
response and orientation tuning plots of three cells from NMDAR-Ab exposed mice. (E) Lower circular 
variance (CV) reveals a higher orientation tuning of V1 neurons in NMDAR-Ab compared to WT and 
randomized controls (*=randomized, Kruskal-Walli’s test, WT vs NMDAR-Ab p<0.0001, WT vs. WT* 
p=0.0282, NMDAR-Ab vs NMDAR-Ab* p<0.0001). (F) Neurons of NMDAR-Ab exposed animals have 
higher orientation selectivity index (OSI) (*=randomized, Kruskal-Wallis test, WT vs NMDAR-Ab 
p=0.0002, WT vs. WT* p<0.0001, NMDAR-Ab vs NMDAR-Ab* p<0.0001). (G) Cumulative distribution 
of CV. (H) Cumulative distribution of OSI. 
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Figure 25: Constriction of V1 neurons receptive fields after NMDAR-Ab exposure.  

(A) Schematic illustration of visual response averaging. For each orientation all trials were aligned 
together and averaged, resulting in a new activity matrix. Rows represent cells and columns represent 
frames. The values range between 0 and 1 depending on cells activity, where 1 means that the cell had 
a Ca2+ transient at that frame across all 10 trials and 0 means that the cell showed no activity at all. (B) 
Lower cosine similarity coefficient in NMDAR-Ab animals reflects higher orientation tuning. (WT n=6, 
NMDAR-Ab n=6, Unpaired t test with Welch's correction, p=0.0483). (C) Correlation matrixes reveal 
lower similarity in NMDAR-Ab (right) animals when correlating activity matrixes of each orientation. 
Rows and columns represent the frames of each orientation, color codes for the cosine similarity 
coefficient. (D-E) A higher proportion of the network is highly selective for only one orientation in 
NMDAR-Ab animals. Comparison for static gratings (D, Two-way ANOVA, orientation factor p= 0.2349, 
group factor p= 0.0136, interaction p=0.3954) and comparison for drifting gratings (E, Two-way ANOVA, 
orientation factor p= 0.5251, group factor p= 0.0236, interaction p=0.8883). 
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Figure 26: Preserved bias towards cardinal orientations after NMDARE-Ab exposure.  

(A) V1 neurons of both NMDAR-Ab exposed animals and controls exhibit a higher preference for 
cardinal orientations. Pie charts illustrating the orientation preferences of cells. A binomial test against 
an expected 50% orientation preference revealed significant results (P (one-tailed) = 0.0096, P (two-
tailed) = 0.0192). (B) Line chart displaying the detailed distribution of orientation preferences. This 
provides a more granular view of the distribution patterns observed in A. (C) Scatter plot and simple 
regression line fitting comparing circular variance (CV) and orientation selectivity index (OSI) for NMDA-
Ab and Control animals. Higher OSI values correspond to lower CV values. Best-fit line equations and 
95% confidence intervals (profile likelihood) are shown (R2 = 0.7420 and 0.7346, line equations: 𝑌 =
−1.200 ∗ 𝑋 + 1.162 and 𝑌 = −1.239 ∗ 𝑋 + 1.188 for NMDA-Ab and WT respectively). (D) Comparison of 
CV values between drifting gratings and static gratings in NMDA-Ab and Control animals. Both NMDA-
Ab and Control groups exhibit a significant non-zero slope (F = 30.68, DFn, DFd = 1, 194, P < 0.0001 
and F = 25.28, DFn, DFd = 1, 252, P < 0.0001, respectively), indicating a significant deviation from 
zero. (R2 = 0.1365 and 0.09119, line equations: 𝑌 = 0.3881 ∗ 𝑋 + 0.3099 and 𝑌 = 0.2802 ∗ 𝑋 + 0.4837 
for NMDA-Ab and WT respectively).  
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5.2.6. Local cortical networks in NMDAR-Ab exposed animals are characterized by a 
dissociation between spontaneous and visually evoked activity. 
In healthy circuits, spontaneous activity provides a replay of the earlier representation 
of sensory afferents, i.e., similar network motives should occur (Miller et al., 2014). As 
we recorded the very same neuron both task-free, as well as upon visual stimulation, 
we could directly ask, whether the same neuron is active under both conditions, in the 
absence of modality-specific sensory input, and upon grating stimulation. Indeed, in 
healthy controls, neurons were generally active under both conditions (Figure 27A). In 
sharp contrast, this overlay vanished almost completely in NMDAR-Ab exposed mice. 
In the disease group, the majority of neurons were either active spontaneously or 
active upon visual stimulation. Even within the visually activated neurons, the majority 
is only active upon a distinct orientation (Figure 25E, F). Both functional populations, 
while very much overlapping in healthy controls, are almost entirely separated. This 
indicates a dissociation between spontaneous and sensory-evoked activity (Figure 

27B, C). 
 

 
Figure 27: Dissociation of neuronal population recruited by spontaneous activity and visual 
stimulation in NMDAR-Ab exposed animals.  

(A) Larger fraction of spontaneously inactive cells show activity under visual stimulation in NMDAR-Ab 
(right) compared to WT (left). Cells that are inactive in both conditions are excluded from analysis. (B) 
Antibody exposure leads to a significant reduction in population overlap between spontaneously active 
and visually activated cells. The numbers and percentages are related to all cells observed in this study.  
(C) The reduction in population overlap is visible on an individual level.  (n = 6 animals for each WT and 
NMDAR-Ab, unpaired t-test, p=0.0003). 
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6. Discussion 
 

6.1. functional state changes caused by NMDAR-Ab exposure 
Our study reveals that a maternofetal transfer of anti-NMDAR antibodies leads to 
multiple cortical network defects in adult offspring mice. As NMDARs are found 
throughout the cortex, we chose to examine the primary visual cortex. This allowed us 
to examine deficits including both aberrant spontaneous network dynamics as well as 
processing of sensory afferents (Figure 28). First, we report that NMDAR-Ab exposure 
leads to reduced spontaneous activity and a bursty firing profile. This represents a 
distinctive and maladaptive microcircuit signature which may have an effect on the 
temporal stability of ensemble states. Second, our study showed no significant 
differences in the local microcircuit functional connectivity in NMDAR-Ab exposed 
mice compared to healthy controls. This indicates that the antibodies’ effects are 
mostly homogenous, effecting the whole microcircuit. Third, in NMDAR-Ab exposed 
mice, excitatory V1 neurons exhibit a distinct aberration in the processing of visual 
afferents with a narrowing of visual neurons´ receptive fields. Fourth, we found the 
bias towards cardinal orientation to be preserved in NMDAR-Ab exposed microcircuits. 
This hints at the network potentially compensating to maintain efficient encoding of 
visual representations. Lastly and most importantly, we found a dissociation between 
spontaneous and visually evoked activity, i.e., cells that are spontaneously active do 
not contribute to visual representations and cells that do, are not spontaneously active. 
These findings may represent a key pathological mechanism in the development of 
psychiatric disorders well beyond NMDAR encephalitis.   
 

 
Figure 28: Exposure to anti-NMDAR antibodies leads to functional defects of cortical 
microcircuits.  
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Under spontaneous conditions (left panel), NMDAR-Ab exposure leads to reduced activity and a bursty 
firing profile. During visual stimulation (middle panel), excitatory V1 neurons in exposed mice exhibit a 
higher orientation tuning to visual stimuli such as static and drifting gratings. Most importantly, we found 
a dissociation between spontaneous and visually evoked activity patterns, where most cells that are 
spontaneously active do not contribute to visual representations and cells that do, are not 
spontaneously active. Figure created with BioRender.com 

 

6.1.1. Distinct functional microarchitecture characterized by low-active, bursty 
neurons 
Our functional calcium imaging data revealed a circuit-wide transition to a state of low 
spontaneous activity in NMDAR-Ab exposed mice. This is in sharp contrast to findings 
in early states of neurological disorders, such as Alzheimer’s Disease, Multiple 
Sclerosis and Huntington’s Disease. In those disorders, a shift towards hyperactivity 
has been reported by many (Arnoux et al., 2018, Rosales Jubal et al., 2021, Ellwardt 
et al., 2018, Burgold et al., 2019, Wei et al., 2021, Sosulina et al., 2021). However, this 
dysregulation was limited to a subset of excitatory neurons exhibiting an increased 
firing rate. In this study, we did not find only a sub-population of neurons to be 
dysregulated. Rather, the network defect seems to affect the entire local excitatory 
network. This is in line with our finding that the local functional connectivity is not 
significantly altered. Functional connectivity analyses, based on correlation analysis 
such as adopted here, are not capable of revealing absolute measures. As long as 
any effect is homogenously distributed in the entire network, no changes will be 
detected. 
 
The bursty firing pattern in V1 excitatory neurons in NMDAR-Ab exposed animals 
represents a critical deviation to the general sparse firing of cortical networks in healthy 
circuits (Petersen and Crochet, 2013). A concentration of activity in time could be a 
compensation mechanism for a decreased synaptic receptor density. Dysfunction of 
inhibitory networks might be a candidate mechanism evoking bursty firing (Zhou and 
Yu, 2018). In autism spectrum disorder, it is assumed that a shift in the balance of 
excitatory and inhibitory neuronal activity (E/I-balance) underlies pathological 
mechanism of the symptoms (Kirischuk, 2022, Canitano and Palumbi, 2021). Also in 
Fragile X syndrome, a monogenetic cognitive impairment syndrome that is the most 
common cause of ASD, studies hint at an altered E/I-balance (Tempio et al., 2023, 
Nomura, 2021). These findings are backed up by the fact that patients often show 
altered glutamine and GABA levels. In the case of ASD and related disorders, a shift 
towards higher excitability is theorized to lead to instability of the network and 
imprecision in learning and cognition. Accordingly, here, the combination of a shift 
towards lower excitability, and increased precision in visual representations would be 
very much in line with the aforementioned theory, albeit in the opposing direction.  
 

6.1.2. Altered yet efficient encoding of visual representations 
The analysis of visually evoked activity revealed a significant increase in orientation 
tuning. The mechanism for the emergence of orientation selectivity in the visual cortex 
is still a mystery, although there are some theories about it (Scholl et al., 2013, Priebe, 
2016, Pattadkal et al., 2018, Xu et al., 2020a). One hypothesis is that a broad inhibition 
and a narrow enhancement of a neuron’s activity around a preferred orientation drives 
this selectivity (Shapley et al., 2003). Here, an E/I-balance shifted towards increased 
inhibition could as well be an explanation for the increased selectivity we observed in 
neurons of NMDAR-Ab exposed animals. Our data did not just show an increased 
tuning, but also a decrease in the temporal stability of visually evoked activity patterns. 
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This can be considered as an increased adaptation to visual stimuli (Piasini et al., 
2021), as the networks of NMDAR-Ab exposed animals did not even hold the same 
evoked patterns for a similar duration of each orientation, as that of control animals. 
Inhibitory interneurons play an important role in controlling adaptation and attention 
modulation in the visual cortex (Heintz et al., 2022). If we assume a shift towards 
increased inhibition due to the antibody exposure, as indicated by the other findings, 
the increased adaptation can be explained as well. 
 
While we cannot provide any absolute metrics by the data from this study about the 
network’s performance in processing visual afferents, one aspect stands out: the 
oblique effect (OE). This effect refers to the bias towards increased selectivity for 
visuals with a horizontal or vertical orientation (Appelle, 1972) and is observed in many 
species, including humans and mice. It is believed that the OE increases the networks 
efficiency in encoding visual representations, as cardinal orientations are more 
frequently occurring in nature (Henderson and Serences, 2021). Our data show that 
microcircuits of NMDAR-Ab exposed animals still exhibit such bias. This might be a 
hint that the other findings like the reduced firing frequency and increased orientation 
selectivity could be compensatory in part, to preserve an efficient encoding. 
 

6.1.3. Early, in utero, exposure leads to a long-term (mal)adaptive network state 
One particular aspect of our study represents the large developmental interval 
between the administration of the NMDAR-Ab at E13.5 and E17.5, roughly 
comparable to the 5th and 15th gestational week in humans, and the assessments of 
the network state in P51, roughly corresponding to early adulthood. Our data show 
that even a short transient exposure to NMDAR-Ab can lead to long lasting defects. 
Early, in utero, exposure to plasticity-mediating factors seems to lead to a long-term 
maladaptive network state. Our model bears a high translational weight, as we 
administered human-derived recombinant antibodies isolated from CSF samples of 
encephalitis patients (Kreye et al., 2016). Exposure to human NMDAR-Ab was found 
to affect dendritic branching and maturation in cell cultures of rat cortical neurons 
(Okamoto et al., 2022). A phenotypic assessment in a very comparable maternofetal 
transfer of human NMDAR-Ab resulted in altered nest building, poor motor 
coordination and impaired memory (Garcia-Serra et al., 2021). On the clinical side this 
is of special relevance, since the seroprevalence of anti-NMDAR-Ab was found in up 
to 1 % of healthy individuals. 
 

6.1.4. Subtle long-term effects of in utero antibody exposure, a representation of a 
network one hit away from total breakdown? 
In NMDAR-Ab exposed animals, our data shows a network characterized by many 
subtle deficits and deviations from the normal operation mode of a healthy network. 
Yet, some of those alterations could be considered as compensatory changes to 
maintain efferent encoding of visual afferents, as indicated by the presence of the OE. 
Similarly, NMDAR-Ab exposed animals tend to recover from the behavioral changes 
caused by the antibodies at old age (Garcia-Serra et al., 2021). Based on all of this, 
we believe that the maternofetal transfer of the antibodies leads to a particularly 
vulnerable cortical circuitry characterized by many subtle deficits and deviations from 
the normal. During the critical time window of brain development until adulthood, a 
potential second hit from environmental factors such as trauma, social distress, drug 
abuse etc., could exacerbate the malfunctioning of the neuronal circuity and thereby 
lead to clinical very prominent phenotypes with high psychiatric morbidity. 
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6.1.5. Dissociation of the neuronal representation of ongoing – spontaneous – and 
visually evoked activity – a generalizable mechanism underlying psychosis? 
An important theoretical framework of psychosis represents the predictive coding 
theory (Sterzer et al., 2018). It postulates that impaired NMDAR signaling leads to a 
weakening of internal predictions while the precision of external sensory inputs is 
increased. Internal predictions will be necessarily reflected by spontaneous, ongoing 
activity. Indeed, ongoing activity includes both a replay of previous visual stimuli as 
well as an anticipation signature. Of note, these predictions are not limited to prefrontal 
cortical areas, but, are also embedded in primary cortical circuits, such as the visual 
cortex (Zatka-Haas et al., 2021, Luczak et al., 2009, Stringer et al., 2019). This 
predicted bimodal shift is very much in line with our findings. The misalignment of 
predictions and current representations, either in time or in space, might represent the 
network correlate of psychotic symptoms (Friston, 2005). Such mismatch can lead the 
network to interpret known stimuli as new and flag them as attention needing, which 
on the long term can overwhelm the brain and exacerbate feelings of paranoia, making 
one believe that everything is constantly being manipulated and changed. 
 
Our finding that the neuronal population recruited by spontaneous activity and visual 
stimulation in healthy controls dissociates in NMDAR-Ab exposed brain might reflect 
the dissociation of internal predictions and sensory input during psychosis in the 
framework of predictive coding. This maladaptive network state shift in processing of 
external sensory inputs already taking place in primary visual areas is opening up a 
network-centered theory on neuropsychiatric symptoms. Finally, it may eventually lead 
to new therapeutic, network informed interventions. 
 

6.2. Improved data analysis pipeline 
Functional calcium imaging has enabled us and many other researchers to probe 
network dynamics under various contexts. Yet, the data directly generated by calcium 
imaging is, raw, and needs a powerful and detailed analysis to transform it to useful 
and understandable information. In this work, we paid special attention to current 
analysis approaches. We proposed standardized quality assessment steps to ensure 
accurate and efficient analysis. We introduced a new ImageJ plugin that addresses 
the drawbacks of common intensity projection approaches, leading to enhanced cell 
visualization. This plugin and its source code are publicly available. We also 
contributed to the development of ViNe-Seg, the deep-learning assisted segmentation 
software that focuses on the user aspect of the analysis. This software is also publicly 
available for the scientific community to use. Lastly, we tested state-of-the-art machine 
learning models for real-time frame-by-frame analysis and introduced an intuitive GUI 
that enables the user to evaluate the results of the model in real time. 
 

6.2.1. Powerful calcium analysis pipeline to detect subtle network changes 
Once calcium imaging data is acquired, the next critical step is the analysis of the data 
to extract meaningful insights into neuronal activity. But, calcium imaging can be very 
challenging to analyze due to them being particularly noisy (Robbins et al., 2021). 
Therefore, meticulous attention to detail is paramount, as even the smallest 
imperfections can have a substantial impact on the integrity of the results. The most 
powerful analysis pipeline would not yield useful results if the underlying information 
about neuronal activity is not discernable from noise. Recognizing the importance of 
identifying these details is the first step towards their resolution. In this study, we 
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proposed multiple steps of quality control with examples of common issues to ensure 
that the collected data and analysis are both robust and trustworthy. 
 
One small detail that might not seem to be very important initially, is the format in which 
the images are saved. Image format can have a substantial impact on transfer speeds, 
analysis time and data integrity. The necessary time to finish the analysis of calcium 
imaging data, at least in a preliminary way, is arguably the most important factor of 
any analysis pipeline. If a recording turns out to be unusable several days after the 
initial experiment, it might not be possible to redo the recording. Some recording 
issues can only be noticeable after some analysis steps. For example, a low SNR 
might only become noticeable after completing the necessary steps up until trace 
extraction. Therefore, a very important goal of any study involving calcium imaging 
should be to incorporate as much as possible of the analysis routine directly after 
image acquisition. Preliminary analysis results can serve as a quality assurance step 
to ensure that the most information can be successfully extracted from the recording.  
 

6.2.2. Fast and accurate machine learning assisted analysis 
In this work, we contributed to the development of ViNe-Seg in two main ways. We 
developed a very fast trace extraction algorithm to deliver the results more quickly. In 
addition, we created a model manager to enable the user to select the right ML model 
for their datasets. ViNe-Seg offers multiple models with different architecture that were 
trained on different datasets. For segmentation of calcium imaging datasets, the 
choice of the model is very important. Unlike the problems that computer vision has 
evolved to easily solve, like detecting everyday objects in images, detecting neuronal 
somata and segmenting them out of calcium imaging data is much more difficult 
(Abbas and Masip, 2022). For one, neuronal somata are much smaller in pixel size 
compared to the normal objects which those models were originally designed to 
detect. Moreover, calcium recordings tend to be high bit-depth, one-channel images 
instead of the everyday 8-bit images with three RGB channels. Therefore, the model’s 
architecture needs to be adapted for this format. Some research groups tried to 
repurpose pre-trained neural networks for the problem of calcium imaging 
segmentation without adjusting the networks architecture, like RetinaNet and UNet2d 
(Klibisz et al., 2017, Sità et al., 2022). Not to mention that some machine learning 
algorithms were not designed for instance segmentation, but for semantic 
segmentation (Figure 29). For example, UNet can classify each pixel as belonging to 
the object or background, practically segmenting out a single continuous object in each 
image. Additional algorithms must process the output of the model to separate the 
objects into multiple instances, potentially introducing errors (Kornilov et al., 2022). 
 
Another problem is that single frames of calcium recordings are noisy, and a clear 
view of all cells is sometimes only achievable using intensity projections. This can not 
only impact automatic segmentation approaches that rely on intensity projections, but 
also manual segmentation. In this work, we introduced StaAv Tool to address those 
issues. This approach of strategic sampling can be translated into any programming 
language to be incorporated into other analysis pipelines. 
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Figure 29: Semantic vs instance segmentation.  

With semantic segmentation (left), each pixel of the image is classified as either belonging to an object 
or the background. On the other hand, instance segmentation (right) distinguishes between individual 
instances of the same object. From Varatharasan et al. (2019) with permission. © 2019 IEEE. 

 

6.2.3. Towards real-time closed-loop experiments 
One major advantage of calcium imaging is that it can easily be combined with 
optogenetics for an all-optical approach for reading and manipulating neuronal activity 
(Backhaus et al., 2023). Such an approach can be further developed into a closed-
loop system, where the optogenetic intervention is based on current network dynamic. 
Ideally, the optogenetic intervention should emulate naturalistic network dynamics, to 
enable the unraveling of complex interactions, especially in the context of movement, 
memory, cognition and consciousness disorders (Altahini et al., 2023). This requires 
a fully integrated system for real-time automatic analysis pipeline, since neuronal 
interactions happen in very small timescales that do not allow for delays in such 
context (Backhaus et al., 2023). We experimented with Mask RCNN, a state-of-the-
art machine learning model, to test whether it can be reliably used for real-time frame-
by-frame analysis. Our results show that it can detect both neurons and vessels in 
single frames. This makes the results not only useful for frame-by-frame analysis but 
also for live quality control. With Mask RCNN, the additional detection of vessels can 
be used as landmarks to detect motion artifacts. In cases where longitudinal imaging 
of the same region is desired, the vessel information can be used to compare the 
region with previous recordings, since they are more likely not to change as much as 
the visibility of neurons.  
 
The speed of Mask RCNN can easily match image acquisition frequencies up to 60 
Hz on a capable hardware. Beside Mask RCNN, some newer models such as YOLOv8 
are even faster (Jocher et al., 2022). However, for true real-time results useable for a 
closed-loop application, the latency of the analysis is paramount. To fully optimize 
efficiency, integration within the image acquisition software is necessary. Without this, 
the time lost in writing images to disk and subsequently reading them can be very 
significant, leading to delays and inefficiencies for real-time applications. The 
possibility of incorporating an analysis routine on newly acquired images before they 
are written to disk relies mostly on the acquisition software. If the microscope’s 
software is flexible enough, Mask RCNN or other fast models can be used for closed-
loop experiments, allowing a network centered approach to unravel complex neuronal 
interactions. 
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7. Summary and Conclusion 
In this work, we examined the long-term effects of transient in utero exposure to 
NMDAR-Ab. When present in CSF, these antibodies are known to cause NMDARE in 
young adults, triggering sever neuropsychiatric symptoms. Alarmingly, they have been 
identified in up to 1% of healthy individuals, suggesting a potential risk for transmission 
to the developing fetal brain during pregnancy. To investigate the effects of the 
antibodies, we used a mouse model of maternofetally transferred human NMDAR-Ab. 
At P51, corresponding to early adulthood in humans, we conducted two-photon 
calcium imaging in awake behaving mice. To be able to detect the most subtle 
alterations in the network dynamics using calcium imaging, we first had to establish a 
powerful and fine-tuned analysis pipeline. 
 
We started by looking at currently used analysis routines. From the possible methods 
for analysis, we opted for a semi-automatic approach, known for its precision. To 
eliminate any potential noise from interfering with the results, our analysis was based 
on the binarization of calcium transients. In the pursuit of accuracy, every aspect of 
the analysis pipeline was meticulously scrutinized, and multiple quality control 
checkpoints were implemented. Even the smallest imperfections in the analysis 
routine can have a substantial impact on the integrity of the results. During this work, 
we introduced three new tools. First, we developed StaAv Tool, a java based ImageJ 
plugin for enhancing cells’ visibility in intensity projections. This plugin and its source 
code are publicly available on our GitHub. Second, we contributed to ViNe-Seg, a 
deep-learning assisted segmentation software. ViNe-Seg is publicly available on 
GitHub as well. Third and last, we experimented with Mask RCNN for a near real-time 
frame-by-frame analysis. To simplify its useability, we crafted an intuitive user interface 
meticulously designed to enhance user experience. Our implementation of the model 
proved very powerful, capable of detecting both vessels and neurons even in low SNR 
individual frames of calcium recordings. 
 
Returning to the neurophysiological aspect of this work, our analysis showed that the 
transient in utero exposure to NMDAR-Ab can still have a significant impact on the 
network, even more than 7 weeks after birth. In the exposed animals, the examined 
cortical networks are characterized by multiple subtle deficits and deviations from the 
normal operation mode of a healthy network. These alterations can be categorized 
into three key points:  

I. The Homogeneous effects of NMDAR-Ab on spontaneous activity. 
Exposed microcircuits exhibited a reduced spontaneous activity and a bursty 
firing profile. However, the results of the antibodies are rather homogenous, 
affecting all excitatory neurons equally. This is in contrast with many other 
neurological disorders, such as Alzheimer’s Disease or Multiple Sclerosis, 
where only a subpopulation of neurons shows differences in firing profile. The 
homogeneity of the effects also explains why the functional connectivity of 
exposed networks appears to be unchanged. Connectivity analysis, like the one 
used in this study, depends on relative measures of activity correlation. If the 
effect is uniform across the network, changes in functional connectivity might 
not be detectable. 

II. Altered processing of visual afferents. The exposure to NMDAR-Ab did not 
only result in a higher orientation tuning of the individual cells, but also affected 
how the network encodes visual afferents. Since the visual stimulation 
paradigm in this study included 11 randomized trials, averaging the evoked 
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activity patterns allowed the assessment of the similarity of the responses to 
the various gratings. This revealed a constriction in the neurons’ receptive 
fields, where a significant percentage of the network will only respond to a 
single orientation. Therefore, unlike a healthy network, the exposed 
microcircuits had a reduced similarity in the evoked activity patterns. Yet, those 
alterations in visual processing might still reflect an efficient encoding. The 
exposed networks still exhibited a bias towards cardinal orientations – an effect 
believed to help visual circuitry maintain an efficient encoding of visual afferent. 

III. Dissociation of neural populations. The spontaneous activity of cortical 
networks is believed to be very important, as they include both a replay of 
previous experiences, as well as an anticipation or a prediction of new inputs. 
In healthy networks, the majority of the cells are involved in both spontaneous 
activity patterns, as well as the processing of visual afferents. On the other 
hand, NMDAR-Ab exposed networks appear to have a dissociation in those two 
populations. The spontaneously active cells do not contribute to visual 
processing and the ones that do, are not spontaneously active. This 
dissociation can lead to the network flagging known experiences as new and 
attention-needing, which can be very overwhelming. 

 
Some of those findings hint at an underlying shift of E/I-balance towards increased 
inhibition. As the inhibitory parts of the network also play an important role in 
modulating the firing profile of excitatory cells and their orientation tuning, future 
studies should include simultaneous calcium imaging of both inhibitory and excitatory 
cells. Our data shows that the effects of the antibody exposure appear to be still 
detectable in adult animals. Yet, comparable studies show that behavioral alterations 
could resolve in adulthood. This hints at the in utero exposure potentially acting as a 
1st hit, leading to a vulnerable network that can be easily pushed into total breakdown. 
Therefore, it might be worthy to include behavioral tests and potential 2nd 
environmental hits in future studies. Most importantly, the dissociation of spontaneous 
and visually evoked activity is implicated in the predictive coding theory, an important 
theoretical framework of psychosis. Exploring this effect of the antibody exposure can 
help improve our knowledge about the emergence of psychotic symptoms not only in 
disorders caused by NMDAR-Ab, like NMDARE, but also in many other disorders. 
 
Putting everything together, this work serves as an essential first step towards an 
understanding of the effects of NMDAR-Ab exposure. Focusing on the underlying 
transition towards maladaptive network states and shifts in the processing of sensory 
inputs can help in the development of network-centered theory of neuropsychiatric 
disorders. Eventually, it could lead to better, more effective treatments and network 
informed interventions.  
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